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ABSTRACT. We develop a unified theory for continuous in time finite element discretisa-
tions of partial differential equations posed in evolving domains including the considera-
tion of equations posed on evolving surfaces and bulk domains as well as coupled surface
bulk systems. We use an abstract variational setting with time dependent function spaces
and abstract time dependent finite element spaces. Optimal a priori bounds are shown
under usual assumptions on perturbations of bilinear forms and approximation properties
of the abstract finite element spaces. The abstract theory is applied to evolving finite ele-
ments in both flat and curved spaces. Evolving bulk and surface isoparametric finite ele-
ment spaces defined on evolving triangulations are defined and developed. These spaces
are used to define approximations to parabolic equations in general domains for which the
abstract theory is shown to apply. Numerical experiments are described which confirm the
rates of convergence.
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1. INTRODUCTION

In this paper, we develop a unified theory for finite element discretisations of partial
differential equations posed in evolving domains including the consideration of equations
posed on evolving surfaces and bulk domains as well as coupled surface bulk systems. The
discretisation is based on evolving finite element spaces defined on evolving triangulations
using isoparametric elements. Optimal order a priori error bounds are proven. This uni-
fication is achieved by using an abstract variational setting with time dependent abstract
function spaces and time dependent abstract finite element spaces. Given a time dependent
Hilbert triple

V(t)⊂H(t)⊂ V∗(t),
the abstract strong formulation is: Find u(t) ∈ V(t) such that

∂
•u+L(t)u+ω(t)u = 0 in V∗(t)(1.1a)

u(0) = u0,(1.1b)

where V(t) is an appropriate time dependent Hilbert space with dual V∗(t), ∂ •u is an
appropriate abstract material derivative arising from the evolution of the spaces, L(t) is an
abstract elliptic operator satisfying suitable coercivity properties and ω(t) is a lower order
term arising from evolution of the space. Similar to the case of time independent function
spaces this equation may be written in variational form as

Problem 1.1. Given u0 ∈ V0 := V(0), find u ∈ L2
V with ∂ •u ∈ L2

H such that for almost
every t ∈ [0,T ],

(1.2) m(t;∂
•u,ϕ)+g(t;u,ϕ)+a(t;u,ϕ) = 0 for all ϕ ∈ V(t),

subject to the initial condition u(0) = u0.

Here L2
V and L2

H are generalisations of the Bochner spaces L2(0,T ;V ) and L2(0,T ;H),
where V ⊂ H ⊂ V ∗ is a time-independent Hilbert triple. The bilinear form a(·, ·) is as-
sociated with the elliptic operator L and the bilinear forms m and g are associated with
the H(t)-inner product and its time derivative (i.e. the operator ω). The above problem is
also well posed for u0 ∈ H(0) where we seek ∂ •u ∈ L2

V∗ . Here we seek error bounds for
sufficiently smooth solutions.

We formulate and analyse an abstract finite element discretisation based on a Galerkin
ansatz with perturbations of the bilinear forms. Under assumptions on the approximation
of geometry and the approximation of function spaces by abstract finite element spaces
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optimal order error bounds are proved. Then we construct realisations of this abstract
setting in the context of partial differential equations on evolving domains. This is achieved
by means of the construction of evolving finite element spaces on evolving triangulations
of time dependent surfaces and bulk domains from first principals. We give a concrete
realisation of these spaces based on evolving Lagrange isoparametric finite elements.

This approach is applied to three model problems: a linear parabolic problem in an
evolving, bounded bulk domain in Rn+1, a linear parabolic problem on an evolving com-
pact n-dimensional surface embedded in Rn+1 and a linear parabolic problem coupling
problems in an evolving, bounded bulk domain in Rn+1 to a problem on its boundary. In
each case, we assume that the evolution of the problem domain is prescribed. The abstract
approach is applicable to other situations including nonlinear equations, coupled equations
and problems with dynamic boundary conditions.

1.1. Background. Partial differential equations posed on complex evolving domains arise
in numerous settings such as surfactant transport on fluid interfaces, receptor ligand dy-
namics on cell surfaces and phase separation on dissolving alloy surfaces (Deckelnick, El-
liott, Kornhuber and Sethian, 2015; Elliott, Ranner and Venkataraman, 2017; Barrett, Gar-
cke and Nürnberg, 2015; Alphonse, Elliott and Terra, 2018; Torres-Sánchez, Millán and
Arroyo, 2019; Zimmermann, Toshniwal, Landis, Hughes, Mandadapu and Sauer, 2019).
Numerical approaches to solve these problems include surface finite elements, implicit
surface formulations, diffuse interface approximations, trace finite elements, unfitted finite
elements, finite volume schemes and mesh free methods. See the works of Dziuk (1988);
Dziuk and Elliott (2007); Deckelnick, Dziuk, Elliott and Heine (2009); Dziuk and Elliott
(2010); Deckelnick, Elliott and Ranner (2014); Deckelnick and Styles (2018); Olshanskii
and Reusken (2017); Burman, Hansbo, Larson and Zahedi (2016); Lehrenfeld, Olshan-
skii and Xu (2018); Lehrenfeld and Olshanskii (2019); Giesselmann and Müller (2014);
Deckelnick, Elliott, Miura and Styles (2019); Suchde and Kuhnert (2019) and the review
of Dziuk and Elliott (2013a).

The problem of solving parabolic problems in evolving bulk domains has been stud-
ied for many years. In particular, we mention the ALE (arbitrary Lagrangian-Eulerian)
approach first proposed by Hirt, Amsden and Cook (1974) in the context of finite differ-
ence methods and by Donea, Giuliani and Halleux (1982); Hughes, Liu and Zimmermann
(1981) for finite element methods. Analysis of a similar problem considering both spa-
tial and temporal discretisation is given by Badia and Codina (2006); Boffi and Gastaldi
(2004); Formaggia and Nobile (1999, 2004); Gastaldi (2001); Nobile (2001); Gawlik and
Lew (2015). The analysis by Bonito, Kyza and Nochetto (2013b,a) provides optimal order
convergence for a discrete Galerkin in time approach.

The study of finite element methods for partial differential equations posed on surfaces
started with the seminal work of Dziuk (1988). Evolving surface finite elements were in-
troduced and analysed for an advection diffusion equation posed on evolving surfaces by
Dziuk and Elliott (2007, 2012, 2013a). In these works optimal error bounds were proved
for piecewise linear finite elements on triangulated surface evolved using the normal and
advective velocity. In this work we consider a more general parabolic equation on surfaces
and discretisations which cover the case of higher-order schemes (Heine, 2005; Demlow,
2009; Kovács, 2018) and arbitrary Lagrangian-Eulerian methods (Elliott and Styles, 2012;
Elliott and Venkataraman, 2015). The discretisations presented in this paper can be com-
bined with different time stepping schemes (Dziuk, Lubich and Mansor, 2011; Dziuk and
Elliott, 2012; Lubich, Mansour and Venkataraman, 2013; Kovács and Guerra, 2018) to
provide a fully discrete scheme. We also mention the analysis of Kovács, Li, Lubich and
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Guerra (2017) who study a diffusion equation on the surface which drives the a priori
unknown evolution of the surface.

Our abstract approach will be applied to equations posed on evolving bulk domains and
coupled bulk surface systems. See the work of Elliott and Ranner (2013); Gross, Olshanskii
and Reusken (2015); Burman et al. (2016) for approaches to stationary surface problems.
Kovacs and Lubich (2017) extended the results for piecewise linear elements to a coupled
bulk-surface system. The functional analytic setting will be the product of spaces over the
bulk domain, Ω(t), and the surface, Γ(t).

1.2. Some partial differential equations on evolving domains. Let T > 0. For t ∈ [0,T ]
let Ω(t) denote an (n+1)-dimensional bounded, connected, open subset (domain) in Rn+1,
for n = 1,2,3. We denote by Γ(t) the boundary ∂Ω(t) assumed to be a sufficiently smooth
compact n-dimensional orientable hypersurface with unit normal ν(t) pointing outward
from Ω(t). We write Ω0 = Ω(0), Γ0 = Γ(t).

We assume that there exists a sufficiently smooth mapping (called the flow map) Φ(·)(·) : [0,T ]×
Ω̄0→ Rn+1 satisfying

(1) Φt(·) is a diffeomorphism of Ω̄0 onto Ω̄(t) for each t ∈ [0,T );
(2) Φ0(·) = Id|

Ω̄0
.

We will write Φ−t : Ω̄(t)→ Ω̄0 for the inverse of Φt . We define the material velocity w by

w : Ω̄T

:=
⋃

t∈(0,T )
Ω̄(t)×{t}

→ Rn+1,

w(x, t) :=
∂Φt

∂ t

(
(Φt(·))−1(x)

)
, x ∈ Ω̄(t), t ∈ (0,T )

which may be written as

(1.3)
∂

∂ t
Φt(p) = w(Φt(p), t), t ∈ (0,T ), Φ0(p) = p.

We use the terminology that Ω(t) is an evolving bulk domain and Γ(t) is an evolving
surface domain. In order to define the evolution of the domains as sets we need only
to specify the normal velocity V ν = (w · ν)|Γ(t)ν of Γ(t). The tangential components of
w = ∂Φt

∂ t allows for an arbitrary parametrisation of the domain.
Illustrative examples of the boundary value problems we wish to consider are:

(1) Find a time-dependent scalar field u such that on an evolving Cartesian bulk do-
main Ω(t)

ut +∇ · (b Ωu)−∇ · (a Ω∇u)+ c Ωu = 0 on Ω(t)(1.4a)

(a Ω∇u− (b Ω−V ν)u) ·ν = 0 on Γ(t)(1.4b)

u(0) = u0 on Ω0 := Ω(0),(1.4c)

where a Ω is a smooth diffusion tensor , b Ω a smooth vector field and c Ω a smooth
scalar field.

(2) Seek a time-dependent scalar surface field u such that

∂
◦u+∇Γ · (b Γu)−∇Γ · (a Γ∇Γu)+ c Γu = 0 on Γ(t)(1.5a)

u(0) = u0 on Γ0 := Γ(0),(1.5b)

where a Γ is a smooth diffusion tensor which maps the tangent space of Γ into
itself and c Γ is a smooth scalar field. Here b Γ is a tangential vector field. We use
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the notation ∂ ◦u for the normal time derivative (Cermelli, Fried and Gurtin, 2005;
Dziuk and Elliott, 2013b), which denotes the time derivative of a function along
a trajectory on Γ(t) moving in the normal direction. This equation is supposed to
hold pointwise on Γ(t) on trajectories evolving from Γ(0) with velocity V ν .

(3) Find a time-dependent pair (u,v) with u a scalar volumetric field and v a scalar
surface field such that

ut +∇ · (b Ωu)−∇ · (a Ω∇u)+ c Ωu = 0 on Ω(t)(1.6a)

(a Ω∇u− (b Ω−V ν)u) ·ν +αu−βv = 0 on Γ(t)(1.6b)

∂
◦v+∇Γ · (b Γv)−∇Γ · (a Γv)+ c Γv+βv−αu = 0 on Γ(t)(1.6c)

u(·,0) = u0 on Ω0 := Ω(0)(1.6d)

v(·,0) = v0 on Γ0 := Γ(0),(1.6e)

where α and β are positive constants. Equation (1.6b) couples the equations posed
on the domain Ω(t) and its boundary Γ(t).

Remark 1.2. (a) We do not explain the models in the above equations other than to
comment that examples may be derived as conservation laws for scalar quanti-
ties subject to diffusive and advective fluxes with linear reactions. Note that in
these equations the only part of the material velocity w that appears is the normal
velocity of Γ(t).

(b) Our formulation of these initial boundary value problems allows, by means of a
tangential velocity field, for a reparametrisation of the evolving domains. In our
definition of material velocity the velocity component tangential to Γ(t) is used
to define a parametrisation of the domains Ω(t) and Γ(t). This is an Arbitrary
Lagrangian Eulerian (ALE) approach. A consequence is that the differential op-
erators and the function spaces in the abstract setting depend on this ALE velocity.
In the discretisations the meshes we use are transported using this velocity.

(c) Working with evolving triangulations on evolving domains has advantages when
the domain is unknown and is to be found. For example the hypersurface Γ(t)
may be a free boundary or a surface evolving via a geometric evolution equation
coupled to the parabolic equation on the bulk or surface domain, Pozzi and Stin-
ner (2017); Kovács et al. (2017); Barrett, Deckelnick and Styles (2017); Pozzi and
Stinner (2018). Evolving triangulated surfaces are often computed as approxima-
tions of geometric evolution flows, Deckelnick, Dziuk and Elliott (2005); Barrett,
Garcke and Nürnberg (2019); Kovács, Li and Lubich (2019).

(d) The analysis applies to the use of evolving finite element spaces in the case of
domains which are time independent. This may be useful when devising schemes
which evolve the mesh in time in order to adjust to the solution.

1.3. Contributions. The primary contributions of this work which generalises the evolv-
ing surface finite element continuous in time analysis of Dziuk and Elliott (2007, 2013a)
are:-

• The analysis is carried out in a generalised abstract setting extending earlier work
by allowing for arbitrary parametrisations and higher order approximations to-
gether with domains with boundaries.

• We construct evolving finite element spaces and derive approximation results for
quasi-uniform evolving surface and bulk triangulations using isoparametric ele-
ments.
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• We show that the resulting finite element methods satisfy the necessary geometric
and interpolation estimates for the abstract theory to apply.

• We give a complete presentation of the theory for the numerical approximation
of parabolic equations on evolving domains using evolving finite element spaces
and give three examples of concrete realisations to initial boundary value prob-
lems involving time dependent domains in flat and curved space. In particular the
approach to evolving bulk domains with boundary requires a more complex treat-
ment than that of surfaces without boundary and the abstract theory is structured
to allow this.

• The analysis provides error bounds for higher order isoparametric approximations
of the case of evolving curved hypersurfaces, evolving bulk domains and evolving
coupled surface- bulk systems.

1.4. Extensions.
(a) All the theory presented in this paper will be applicable with the addition of suffi-

ciently smooth right hand side functionals under natural appropriate assumptions.
(b) Although we will apply our abstract formulation to settings where we approximate

a known continuous domain, our intention is that this framework may also be
applied to situations where the evolution of the domain is a priori unknown. One
way to interpret this work would be to determine the minimum requirements of an
evolving finite element method in order to have a sensible, well-posed method.

(c) In this paper we do not consider the example of a parabolic PDE posed on an
evolving n-dimensional curved sub-manifold Γ(t) in Rn+1 with a moving bound-
ary ∂Γ(t) on which there is an appropriate boundary condition. On the other hand,
it is possible to take the perspective in our first example on an evolving bulk do-
main that Ω(t)⊂Rn+2 is an evolving flat sub-manifold with moving boundary and
work with the definitions from Sec. 6 (see also Ex. 6.7(c)), though we choose not
to follow this approach.

1.5. Outline. The article is set out in three parts. The first part comprises the abstract
theory. In Sec. 2, we introduce the abstract functional analytic setting in which we pose
the continuous partial differential equations. An abstract analysis of evolving finite ele-
ment methods is provided in Sec. 3. The second part comprises the construction of and
approximation theory for evolving finite element spaces. We introduce our basic theory
for evolving bulk and evolving surface finite elements in Sec. 4 and Sec. 6. Sec. 5 and 7
give technical details on relating the finite elements used in our computational methods to
the structures in the underlying continuous problem. The third part comprises applications
to three PDE settings. Sec. 8 to Sec. 10 apply these ideas to tackle three model problems.
In Sec. 11 results of numerical experiments are given confirming the proven error bounds.
Finally, there is an appendix (App. A) with a technical result concerning a Faá di Bruno
formula for parametric surfaces.
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Part 1. Abstract theory

2. ABSTRACT FORMULATION

2.1. Evolving function spaces. We introduce an abstract functional analytic setting for-
mulated by Alphonse, Elliott and Stinner (2015a) generalising the surface parabolic PDE
setting of Vierling (2014). One of the key novelties of these works is to provide the basic
theory for evolving Bochner-like spaces for evolving Hilbert spaces such as H1(Γ(t)) in
order make a definition similar to “L2(0,T ;H1(Γ(t)))”. Using this formulation, we can
pose partial differential equations on evolving domains in a fully rigorous setting.

Remark 2.1. The work of Alphonse et al. (2015a) uses a Lagrangian formulation where
the evolving domain is parametrised over the initial domain. This matches well with the
arbitrary Lagrangian-Eulerian finite element methods we will consider. The setting may
be applied to evolving parametrisations of fixed domains. A different functional analytic
setting may be more appropriate for different discretisation approaches such as the trace
finite element method (Olshanskii, Reusken and Xu, 2014; Olshanskii and Reusken, 2017)
or the implicit surface approach (Dziuk and Elliott, 2010).

Definition 2.2 (Compatibility). For t ∈ [0,T ], let X (t) be a separable Hilbert space and de-
note by X0 :=X (0). Let φt : X0→X (t) be a family of invertible, linear homeomorphisms,
with inverse φ−t : X (t)→X0, such that there exists CX > 0 such that for every t ∈ [0,T ]

‖φtη‖X (t) ≤CX ‖η‖X0
for all η ∈ X0

‖φ−tη‖X0
≤C−1

X ‖η‖X (t) for all η ∈ X (t),

and such that the map t 7→ ‖φtη‖X (t) is continuous for all η ∈ X0. Under these circum-
stances, we call the pair (X (t),φt)t∈[0,T ] compatible. We call the map φt the push-forward
operator and φ−t the pull-back operator.

Remark 2.3. If S(t) is a closed subspace in H(t) for each t ∈ [0,T ] and φt maps S0 :=
S(0)→S(t), then (S(t),φt |S0)t∈[0,T ] form a compatible pair.

Definition 2.4 (Evolving Hilbert triple). For each t ∈ [0,T ], let V(t) and H(t) be real,
separable Hilbert spaces with V0 := V(0) andH0 :=H(0) such that inclusion V(t)⊂H(t)
is continuous and dense. We will write ‖·‖V(t) and ‖·‖H(t) for the norms on V(t) andH(t),
(·, ·)H(t) for the inner product on H(t) and 〈·, ·〉V∗(t),V(t) for the pairing of V(t) with its
dual. We assume there exists a family of linear homeomorphisms φt : H0 →H(t) such
that (H(t),φt)t∈[0,T ] and (V(t),φt |V0)t∈[0,T ] are compatible. We will write φt for φt |V0 . It
follows thatH(t)⊂V∗(t) continuously and densely. Under these assumptions, we say that
(V(t),H(t),V∗(t))t∈[0,T ] is an evolving Hilbert triple.

For a compatible pair, we can define an equivalent structure to Bochner spaces in an
evolving context. For (X (t),φt)t∈[0,T ] a compatible pair, we define L2

X to be

(2.1) L2
X :=

η : [0,T ]→
⋃

t∈[0,T ]
X (t)×{t}, t 7→ (η̄(t), t) : φ−(·)η̄(·) ∈ L2(0,T ;X0)

 ,

with norm

‖η‖L2
X

:=
(∫ T

0
‖η̄‖2

X (t) dt
) 1

2
.
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One can show that the space L2
X is a separable Hilbert space (Alphonse et al., 2015a,

Cor. 2.12), L2
X is isomorphic to L2(0,T ;X0) and

CX
−1 ‖η‖L2

X
≤
∥∥φ−(·)η

∥∥
L2(0,T ;X0)

≤CX ‖η‖L2
X

for all η ∈ L2
X .

For k ≥ 0, we also define the space of smoothly evolving in time functions by

Ck
X :=

{
η ∈ L2

X : t 7→ φ−tη(t) ∈Ck([0,T ],X0)
}

(2.2)

DX (0,T ) :=
{

η ∈ L2
X : t 7→ φ−tη(t) ∈ D((0,T );X0)

}
,(2.3)

whereD((0,T ),X0) is the space of X0-valued infinitely differentiable functions compactly
supported in the interval (0,T ).

For η ∈C1
X , we can define a strong material derivative which we denote by ∂ •η ∈C0

X
by

(2.4) ∂
•
η := φt

(
d
dt
(φ−tη)

)
.

This is a temporal derivative which takes into account that fact that X (t) is changing as
well as the function η .

Remark 2.5. If (X (t),φ (1)
t )t∈[0,T ] and (X (t),φ (2)

t )t∈[0,T ] are both compatible pairs, with

φ
(1)
t 6= φ

(2)
t , then the spaces L2

(X ,φ (1))
and L2

(X ,φ (2))
induced using each push forward map

are the same vector space with distinct but equivalent norms. On the other hand, in general,
the spaces Ck

(X ,φ (1))
and Ck

(X ,φ (2))
, when they are non-trivial, are different spaces for k > 0.

In such cases where ambiguity will occur we will add the push-forward map to the subscript
of Ck

(·) so no confusion will occur.

We can define a weak material derivative for which an integration by parts in time
formula holds. This takes into account the evolution of the space H(t) and is often called
a transport formula when applied to the derivative of the time dependent inner product. It
generalises the notion of the Reynold’s transport formula, Cermelli et al. (2005). In order
to provide this definition, we require a further assumption onH(t).

Assumption 2.6. We shall assume the following for all η0,ζ0 ∈H0:

θ(t,η0) :=
d
dt
‖φtη0‖2

H(t) exists classically

η0 7→ θ(t,η0) is continuous

|θ(t,η0 +ζ0)−θ(t;η0−ζ0)| ≤ c‖η0‖H0
‖ζ0‖H0

,

with the constant c independent of t ∈ [0,T ].

We define ĝ(t; ·, ·) : H0×H0→ R by

ĝ(t;η0,ζ0) :=
1
4
(
θ(t,η0 +ζ0)−θ(t,η0−ζ0)

)
.

Then we have a bilinear form g(t; ·, ·) : H(t)×H(t)→ R by

(2.5) g0(t;η ,ζ ) := ĝ(t;φ−tη ,φ−tζ ).

It can be shown that the map t 7→ g0(t;η ,ζ ) is measurable for η ,ζ ∈ L2
H and we have the

following bound independently of t:

(2.6) |g0(t;η ,ζ )| ≤ c‖η‖H(t) ‖ζ‖H(t) .
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We say a function η ∈ L2
V has a weak material derivative ∂ •η ∈ L2

V∗ if∫ T

0
〈∂ •η ,ζ 〉V∗(t),V(t) dt =

∫ T

0
−(η ,∂ •ζ )H(t)+g0(t;η ,ζ )dt

for all ζ ∈ DV(0,T ).

Remark 2.7. The weak and strong material derivatives coincide for η ∈C1
V .

Lemma 2.8 (Abstract transport formula). For all η ,ζ ∈ L2
V with weak material derivatives

∂ •η ,∂ •ζ ∈ L2
V∗ we have

(2.7)
d
dt
(η ,ζ )H(t) = 〈∂ •η ,ζ 〉V∗(t),V(t)+ 〈∂ •ζ ,η〉V∗(t),V(t)+g0(t;η ,ζ ).

Proof. See Alphonse et al. (2015a, Thm. 2.40). �

The natural solution space is the spaceW(V,V∗) given by

(2.8) W(V,V∗) := {η ∈ L2
V : ∂

•
η ∈ L2

V∗},

which we equip with the inner product

(η ,ζ )W(V,V∗) =
∫ T

0
(η ,ζ )V(t) dt +

∫ T

0
(∂ •η ,∂ •ζ )V∗(t) dt.

Assumption 2.9. Let W (V0,V∗0 ) be the space given by

W (V0,V∗0 ) := {η ∈ L2(0,T ;V0) : ηt ∈ L2(0,T ;V∗0 )},

equipped with the inner product

(η ,ζ )W (V0,V∗0 ) =
∫ T

0
(η ,ζ )V dt +

∫ T

0
(η ′,ζ ′)V∗ dt.

We assume there is an evolving space equivalence betweenW(V,V∗) and W (V0,V∗0 ) that
is

η ∈W(V,V∗) if and only if φ−(·)η(·) ∈W (V0,V∗0 )
and there exists c1,c2 > 0 such that

c1
∥∥φ−(·)η(·)

∥∥
W (V0,V∗0 )

≤ ‖η‖W(V,V∗) ≤ c2
∥∥φ−(·)η(·)

∥∥
W (V0,V∗0 )

.

2.2. Abstract formulation of the partial differential equation. Let T > 0. We assume
we are in the setting that we have an evolving Hilbert triple (V(t),H(t),V∗(t))t∈[0,T ] and
Ass. 2.6 and 2.9 hold so that we have a weak material derivative, which we denote, ∂ •η
for appropriate η , and a transport formula for theH(t)-inner product.

We assume that we have three time dependent bilinear forms m,g, and a

m(t; ·, ·) : H(t)×H(t)→ R
g(t; ·, ·) : H(t)×H(t)→ R
a(t; ·, ·) : V(t)×V(t)→ R.

We consider problems of the following form:

Problem 2.10. Given u0 ∈H0, find u ∈W(V,V∗) such that for almost every t ∈ [0,T ],

(2.9) m(t;∂
•u,ζ )+g(t;u,ζ )+a(t;u,ζ ) = 0 for all ζ ∈ V(t),

subject to the initial condition u(0) = u0.
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Remark 2.11. The abstract formulation of Alphonse et al. (2015a) allows for a weaker
formulation with solutions in W(V,V∗) (2.8) and initial condition in H0. However in
order to obtain optimal order error bounds we require more smoothness for the solution.
We leave the consideration of error analysis for solutions which are less regular in time to
a future work.

In order to make sense of this formulation we restrict to the following assumptions on
the bilinear forms holding for each t ∈ [0,T ].

Assumptions on m: First, we assume that m(t; ·, ·) is symmetric:

(M1) m(t;η ,ζ ) = m(t;ζ ,η) for η ,ζ ∈H(t).

We assume that there exists c1,c2 > 0 such that for all t ∈ [0,T ], we have

(M2) c1 ‖η‖H(t) ≤ (m(t;η ,η))1/2 ≤ c2 ‖η‖H(t) for all η ∈H(t).

Assumptions on g: We assume the bilinear form g(t; ·, ·) satisfies

(G1)
d
dt

m(t;η ,ζ ) = m(t;∂
•
η ,ζ )+m(t;η ,∂ •ζ )+g(t;η ,ζ ) for η ,ζ ∈C1

H,

and such that there exists c3 > 0 such that for all t ∈ [0,T ]

(G2) |g(t;η ,ζ )| ≤ c3 ‖η‖H(t) ‖ζ‖H(t) for η ,ζ ∈H(t).

Assumptions on a: (a) We assume that the map

(A1) t 7→ a(t;η ,ζ ) for η ,ζ ∈ L2
V

is measurable and can be decomposed

(A2) a(t;η ,ζ ) = as(t;η ,ζ )+an(η ,ζ ) for η ,ζ ∈ L2
V ,

where as and an are both measurable bilinear forms:

as(t; ·, ·) : V(t)×V(t)→ R, an(t; ·, ·) : H(t)×V(t)→ R.

We assume that as is symmetric and allow an ≡ 0.
(b) We assume there exists c4,c5,c6,c7 > 0 such that

as(t;η ,η)≥ c4 ‖η‖2
V(t)− c5 ‖η‖2

H(t) for η ∈ V(t)(A3)

|as(t;η ,ζ )| ≤ c6 ‖η‖V(t) ‖ζ‖V(t) for η ,ζ ∈ V(t)(As4)

|an(t;η ,ζ )| ≤ c7 ‖η‖H(t) ‖ζ‖V(t) for η ∈H(t),ζ ∈ V(t).(An4)

We note that together (As4) and (An4) imply

|a(t;η ,ζ )| ≤ (c6 + c7)‖η‖V(t) ‖ζ‖V(t) for η ,ζ ∈ V(t).(A4)

(c) We assume the existence of bilinear forms bs(t; ·, ·)V(t)×V(t)→R and bn(t; ·, ·) : H(t)×
V(t)→ R such that

d
dt

as(t;η ,ζ ) = as(t;∂
•
η ,ζ )+as(t;η ,∂ •ζ )+bs(t;η ,ζ ) for all η ,ζ ∈C1

V

(Bs1)

d
dt

an(t;η ,ζ ) = an(t;∂
•
η ,ζ )+an(η ,∂ •ζ )+bn(t;η ,ζ ) for all η ∈C1

H,ζ ∈C1
V ,

(Bn1)
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and that there exists c8,c9 > 0 such that

|bs(t;η ,ζ )| ≤ c8 ‖η‖V(t) ‖ζ‖V(t) for all η ,ζ ∈ V(t)(Bs2)

|bn(t;η ,ζ )| ≤ c9 ‖η‖H(t) ‖ζ‖V(t) for all η ∈H(t),ζ ∈ V(t).(Bn2)

(d) We define b(t; ·, ·) : V(t)×V(t)→ R to be

(B1) b(t;η ,ζ ) := bs(t;η ,ζ )+bn(t;η ,ζ ) for η ,ζ ∈ V(t)

and note that (Bs2) and (Bn2) together imply that

|b(t;η ,ζ )| ≤ (c8 + c9)‖η‖V(t) ‖ζ‖V(t) for all η ,ζ ∈ V(t).(B2)

Remark 2.12. We allow for the case that a is non-symmetric. This is similar to the choice
of Alphonse et al. (2015a) but in contrast to much of the finite element literature (e.g.
Elliott and Venkataraman (2015) use different bilinear forms for diffusion and advection
terms in a parabolic operator).

Assumption 2.13. We assume there exists a basis {η0
j } j∈N of V0 and a sequence {u0N}N∈N

with u0N ∈ span{η0
1 , . . . ,η

0
N} for each N such that there exists c1,c2 > 0 (which do not

depend on N or u0) with

u0N → u0 in V0

‖u0N‖H0
≤ c1 ‖u0‖H0

‖u0N‖V0
≤ c2 ‖u0‖V0

.

Remark 2.14. In the case of V0 being compactly embedded in H0, Ass. 2.13 follows by
Hilbert-Schmidt theory

Theorem 2.15. Let Assumptions (M1), (M2), (G1), (G2), (A1), (A2), (A3), (As4), (Bs1),
(Bn1), (Bs2), (Bn2) and Ass. 2.13 hold. Then problem (2.9) has a unique solution which
satisfies the stability bound

sup
t∈[0,T ]

‖u‖2
H(t)+

∫ T

0
‖u‖2

V(t) dt ≤ c(T )‖u0‖2
H0

(2.10)

and if u0 ∈ V0 then

sup
t∈[0,T ]

‖u‖2
V(t)+

∫ T

0
‖∂ •u‖2

H(t) dt ≤ c(T )‖u0‖2
V0

.(2.11)

Proof. Employing Ass. 2.13 existence may be proved by a Galerkin argument similar to
Alphonse et al. (2015a, Thm. 3.6 and 3.13). The a priori estimates can be shown for
Galerkin approximations and then used in standard compactness arguments. We do not
show the details here but indicate the arguments in deriving estimates in the continuous
setting.

Testing (2.9) with u:

m(t;∂
•u,u)+g(t;u,u)+a(t;u,u) = 0.

(G1) gives after integrating in time

m(t;u,u)+
∫ t

0
a(t ′;u,u)dt ′ = m(0,u0,u0)−

∫ t

0
g(t ′,u,u)dt ′.
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Applying (M2), (A3), (An4) and (G2):

c2
1 ‖u‖

2
H(t)+

∫ t

0
(c4 ‖u‖2

V(t ′)− c5 ‖u‖2
H(t ′)− c7 ‖u‖V(t ′) ‖u‖H(t ′))dt ′

≤ c2
2 ‖u0‖2

H0
+ c3

∫ t

0
‖u‖2

H(t ′) dt ′.

We infer that

c2
1 ‖u‖

2
H(t)+

∫ t

0

c4

2
‖u‖2

V(t ′) dt ≤ c2
2 ‖u0‖2

H0
+(c5 +

c2
7

2c4
+ c3)

∫ t

0
‖u‖2

H(t ′) dt ′

and applying a Grönwall inequality we see the first stability bound.
The bound (2.11) uses the decomposition a(t; ·, ·) = as(t; ·, ·)+ an(t; ·, ·) (A2). We test

(2.9) with ∂ •u

m(t;∂
•u,∂ •u)+g(t;u,∂ •u)+a(t;u,∂ •u) = 0.

(Bs1) and (Bn1) gives

a(u,∂ •u) =
d
dt
(

1
2

as(u,u)+an(u,u))−
1
2

bs(u,u)−bn(u,u)−an(∂
•u,u),

so we have

m(t;∂
•u,∂ •u)+

d
dt
(

1
2

as(t;u,u)+an(t;u,u))

=−g(t;u,∂ •u)+
1
2

bs(t;u,u)+bn(t;u,u)+an(t;∂
•u,u).

Integrating forwards in time gives∫ t

0
m(t ′;∂

•u,∂ •u)dt ′+(
1
2

as(t;u,u)+an(t;u,u))

= (
1
2

as(0;u0,u0)+an(0;u0,u0))

+
∫ t

0
(−g(t ′;u,∂ •u)+

1
2

bs(t ′;u,u)+bn(t ′;u,u)+an(t ′;∂
•u,u))dt ′.

Applying (A3), (An4), and a Young’s inequality we observe:

(
1
2

as(t;u,u)+an(t;u,u))

≥ c4

2
‖u‖2

V(t)− c5 ‖u‖2
H(t)− c7 ‖u‖V(t) ‖u‖H(t)

≥ c4

2
‖u‖2

V(t)− c5 ‖u‖2
H(t)− (

c4

4
‖u‖2

V(t)+
c2

7
c4
‖u‖2

H(t))

=
c4

4
‖u‖2

V(t)− (c5 +
c2

7
c4
)‖u‖2

H(t) ;

applying (As4) and (An4), we see

(
1
2

as(0;u0,u0)+an(0;u0,u0))≤ (
c5

2
+ c7)‖u0‖2

V0
.
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From the previous two inequalities with (M2), (G2), (Bs2), (Bn2) and (An4), we infer

c1

∫ t

0
‖∂ •u‖2

H(t ′) dt ′+
c4

4
‖u‖2

V(t)− (c5 +
c2

7
c4
)‖u‖2

H(t)

≤ (
c5

2
+ c7)‖u0‖2

V0

+
∫ t

0
(c3 ‖u‖H(t ′) ‖∂

•u‖H(t ′)+
c8

2
‖u‖2

V(t ′)+ c9 ‖u‖2
V(t ′)+ c7 ‖∂ •u‖H(t ′) ‖u‖V(t ′))dt ′

≤ (
c5

2
+ c7)‖u0‖2

V0
+
∫ t

0
((

4c2
3

c1
+

c8

2
+ c9 +

4c2
7

c1
)‖u‖2

V(t ′)+
c1

2
‖∂ •u‖2

H(t ′))dt ′.

Rearranging and applying a Grönwall inequality gives the desired result. �

Remark 2.16. Note that u also satisfies the variational form of (2.9)

d
dt

m(t;u,ζ )+a(t;u,ζ ) = m(t;u,∂ •ζ ) for ζ ∈ L2
V with ∂

•
ζ ∈ L2

H.(2.12)

3. ABSTRACT DISCRETISATION ANALYSIS

In this section we present an abstract discretisation and a numerical analysis. We assume
that for each h ∈ (0,h0) there are Hilbert spaces (Hh(t),‖·‖Hh(t)) and (Vh(t),‖·‖Vh(t)) for
all t ∈ [0,T ], for some value of h0 fixed throughout this section. These spaces are used
to help with the stability and error analysis. We assume that all constants are independent
of h ∈ (0,h0) unless indicated. Throughout this section the integer k will denote a further
discretisation parameter denoting the order of approximation. Our method will be based in
a finite dimensional subspace Sh(t)⊂ Vh(t).

• We assume that the evolving Hilbert space Vh(t) is continuously embedded in
Hh(t) uniformly for h ∈ (0,h0): For the two norms ‖·‖Hh(t) and ‖·‖Vh(t) there
exists a constant c10 > 0 such that for all h ∈ (0,h0) and all t ∈ (0,T ), we have

(3.1) ‖ηh‖Hh(t) ≤ c10 ‖ηh‖Vh(t) for all ηh ∈ Vh(t).

• We assume we have a push forward map φ h
t : Hh,0 := Hh(0)→Hh(t) such that

(Hh(t),φ h
t )t∈[0,T ] and (Vh(t),φ h

t |Vh,0)t∈[0,T ] (Vh,0 := Vh(0)) are compatible pairs
(Def. 2.2) uniformly in h: That is there exists c11,c12 > 0 such that, for all h ∈
(0,h0),

(3.2)
c−1

11 ‖ηh‖Hh,0
≤
∥∥∥φ

h
t ηh

∥∥∥
Hh(t)

≤ c11 ‖ηh‖Hh,0
for all ηh ∈Hh,0

c−1
12 ‖ηh‖Vh,0

≤
∥∥∥φ

h
t ηh

∥∥∥
Vh(t)
≤ c12 ‖ηh‖Vh,0

for all ηh ∈ Vh,0.

• This allows us to define the spaces L2
Hh

,L2
Vh

and C1
Hh

,C1
Vh

as in (2.1) and (2.2).
For ηh ∈C1

Hh
, we denote by ∂ •h ηh the (strong) material derivative (c.f. (2.4)) with

respect to the push-forward map φ h
t defined by

(3.3) ∂
•
h ηh := φ

h
t (

d
dt

φ
h
−tηh).
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3.1. Abstract discrete method. Let T > 0 and h∈ (0,h0). Let {Sh(t)}t∈[0,T ] be an evolv-
ing, finite-dimensional space which is a subspace of Vh(t) at each t ∈ [0,T ] and satisfies
φ h

t (Sh,0) = Sh(t) (where Sh,0 = Sh(0)). Since Sh(t) is a closed subspace of Vh(t) it is a
Hilbert space and forms a compatible pair (Sh(t),φ h

t |Sh,0)t∈[0,T ] (Rem. 2.3). In particular,
we have well defined spaces L2

Sh
(2.1) and C1

Sh
(2.2) and the material derivative ∂ •h χh is

well defined for χh ∈C1
Sh

((2.4) and (3.3)).

Basis functions. Let the dimension of Sh(t) be N for all t ∈ [0,T ]. We write {χi(0)}N
i=1 for

a basis of Sh,0 and push-forward to construct a time dependent basis {χi(t)}N
i=1 of Sh(t) by

(3.4) χi(t) = φ
h
t (χi(0)).

The following important transport properties of the basis functions hold.

Lemma 3.1. The material derivative of a basis function is zero,

∂
•
h χ j = 0 for 1≤ j ≤ N.

Furthermore, any function χh ∈C1
Sh

, which can be written as χh =∑
N
j=1 γ j(t)χ j(t), satisfies

(3.5) ∂
•
h χh(x, t) =

N

∑
i=1

γ̇ j(t)χ j(·, t) for x ∈ Γh(t).

Proof. By definition, it follows that

(3.6) ∂
•
h χ j = φt(

d
dt

φ−t χ j(t)) = φt(
d
dt

χ j(0)) = 0

so that for a decomposition

χh(t) :=
N

∑
j=1

γ j(t)χ j(t) for all χh ∈ Sh(t),

we compute that

∂
•
h χh =

N

∑
j=1

γ̇ j(t)χ j(t) for all χh ∈C1
Sh
. �

Discrete bilinear forms. Let mh and ah be two time dependent bilinear forms:

mh(t; ·, ·) : Hh(t)×Hh(t)→ R
ah(t; ·, ·) : Vh(t)×Vh(t)→ R.

We make assumptions similar to those in Sec. 2.2.
We assume that mh(t; ·, ·) is symmetric:

(Mh1) mh(t;ηh,ζh) = mh(t;ζh,ηh) for ηh,ζh ∈Hh(t).

We assume that there exists c13,c14 > 0 such that for all t ∈ [0,T ], we have

(Mh2) c13 ‖ηh‖Hh(t) ≤
(
mh(t;ηh,ηh)

) 1
2 ≤ c14 ‖ηh‖Hh(t) for ηh ∈Hh(t).

We assume we have a transport formula for the bilinear form mh: there exists a bilinear
form gh(t; ·, ·) : Hh(t)×Hh(t)→ R such that
(Gh1)

d
dt

mh(t;ηh,ζh) = mh(t;∂
•
h ηh,ζh)+mh(t;ηh,∂

•
h ζh)+gh(t;ηh,ζh) for ηh,ζh ∈C1

Hh
.
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We assume that there exists c15 > 0 such that for all t ∈ [0,T ]

(Gh2) |gh(t;ηh,ζh)| ≤ c15 ‖ηh‖Hh(t)
‖ζh‖Hh(t) for ηh,ζh ∈Hh(t).

We assume that the map

(Ah1) t 7→ ah(t;ηh,ζh) for ηh,ζh ∈ L2
Vh
,

is measurable, and there exists constants c16,c17,c18 > 0 such that for all t ∈ [0,T ], we
have

ah(t;ηh,ηh)≥ c16 ‖ηh‖2
Vh(t)− c17 ‖ηh‖2

Hh(t) for ηh ∈ Vh(t)(Ah2)

|ah(t;ηh,ζh)| ≤ c18 ‖ηh‖Vh(t)
‖ζh‖Vh(t) for ηh,ζh ∈ Vh(t).(Ah3)

We assume a transport formula for the ah bilinear form, that there exists a bilinear form
bh(t; ·, ·) : Vh(t)×Vh(t)→ R such that
(Bh1)

d
dt

ah(t;ηh,ζh) = ah(t;∂
•
h ηh,ζh)+ah(t;ηh,∂

•
h ζh)+bh(t;ηh,ζh) for ηh,ζh ∈C1

Vh

and that there exists c19 > 0 such that for all t ∈ [0,T ] we have

(Bh2) |bh(t;ηh,ζh)| ≤ c19 ‖ηh‖Vh(t)
‖ζh‖Vh(t) for ηh,ζh ∈ Vh(t).

Abstract discrete variational problem and well posedness. Motivated by the variational
form (2.12), we consider semi-discrete problems of the following form:

Problem 3.2. Given Uh,0 ∈ Sh,0, find Uh ∈C1
Sh

such that Uh(0) =Uh,0 and

(3.7)
d
dt

mh(t;Uh,χh)+ah(t;Uh,χh) = mh(t;Uh,∂
•
h χh) for all χh ∈C1

Sh
.

We note that due to Assumption (Gh1), the discrete scheme (3.7) can be re-written as

(3.8) mh(t;∂
•
h Uh,χh)+gh(t;Uh,χh)+ah(t;Uh,χh) = 0 for χh ∈C1

Sh
.

The solution Uh may be written as a decomposition into the time dependent basis func-
tions {χi}N

i=1 of {Sh(t)}t∈[0,T ],

(3.9) Uh(x, t) =
N

∑
i=1

αi(t)χi(x, t) for x ∈ Γh(t),

where α(t)= (α1(t), . . . ,αN(t))∈RN . Using this notation Prob. 3.2 is equivalent to finding
a solution α ∈ C1([0,T ];RN) of the (finite dimensional) system of ordinary differential
equations:

(3.10)
d
dt

(
M(t)α(t)

)
+S(t)α(t) = 0,

where

M(t)i j = mh(t; χ j,χi) S(t)i j = ah(t; χ j,χi) for i, j = 1, . . . ,N.

Here, we have used the fact that ∂ •h χi = 0 for 1≤ i≤ N.
We first wish to show that there exists a solution to our discrete scheme satisfying a

stability bound similar to (2.10) for the continuous case. Due to our abstract formulation
the calculations follow in a similar way to Thm. 2.15.
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Theorem 3.3 (Existence and stability of finite element method). Let Assumptions (Mh1),
(Mh2), (Gh1), (Gh2), (Ah1), (Ah2), (Ah3), (Bh1) and (Bh2) hold with constants indepen-
dent of h ∈ (0,h0). Then (3.7) has a unique solution Uh ∈C1

Sh
with ∂ •h Uh ∈C0

Sh
and there

exists a constant C(T )> 0 independent of h ∈ (0,h0) such that

(3.11) sup
t∈(0,T )

‖Uh‖2
Hh(t)+

∫ T

0
‖Uh‖2

Vh(t) dt ≤C(T )
∥∥Uh,0

∥∥2
Hh(0)

.

Proof. We consider the problem in the matrix form (3.10). SinceM(·) ∈C1(0,T ;RN×N)
(Gh1) and is invertible (Mh2), this is equivalent to

(3.12) α̇(t)+M−1(t)
(
M′(t)+S(t)

)
α(t) = 0.

This is a linear system of ordinary equations with C0 coefficients (easily verified). Standard
theory implies there exists a unique solution α ∈C1(0,T ;RN), which can be translated as
Uh ∈C1

Sh
.

To show the energy bound, we start by testing (3.7) with χh =Uh:
d
dt

mh(t;Uh,Uh)+ah(t;Uh,Uh)−mh(t;Uh,∂
•
h Uh) = 0.

The transport equality (Gh1) implies that
1
2

d
dt

mh(t;Uh,Uh)+ah(t;Uh,Uh) =−
1
2

gh(t;Uh,Uh).

The desired stability bound follows using the same calculations as used in deriving (2.10).
�

3.2. Abstract lifted finite element spaces. The discrete space Sh(t) is not assumed to be
contained in the continuous space V(t). This is an example of a “variational crime” (Strang
and Fix, 2008). However it is convenient to prove error bounds in the spacesH(t) and V(t).
To do this we use lifted discrete spaces using an embedding map λh(·, t) : Sh(t)→S`h(t)⊂
V(t). The error analysis will relate the solution of (2.9) u with a so-called lift λh(Uh, t) of
the discrete solution.

We require two further time dependent Hilbert spaces {Z0(t)}t∈[0,T ] and {Z(t)}t∈[0,T ]
which satisfy Z(t) ⊂ Z0(t) ⊂ V(t) for each t ∈ [0,T ] with the inclusions uniformly con-
tinuous. Furthermore, we assume that (Z0(t),φt |Z0(0))t∈[0,T ] and (Z(t),φt |Z(0))t∈[0,T ] are
both compatible pairs Def. 2.2 so that we may define the spaces L2

Z0
,L2

Z (2.1) and C1
Z0
,C1

Z
(2.2). These spaces are abstractions of spaces of smoother functions.

The link between all the function spaces used in the section is shown in Fig. 3.1.

Lifting operator. Let t ∈ [0,T ]. We assume there is a continuous, bijective, linear func-
tion λh(·, t) : Hh(t) → H(t) with inverse denoted by ςh(·, t) : H(t) → Hh(t) such that
λh(·, t)|Vh(t) is also a bijection onto V(t). We will denote (·)` := λh(·, t) and (·)−` := ςh(·, t),
i.e. η`

h(·, t) := λh(ηh, t)(·) for ηh ∈Hh(t) and η−`(·, t) := ςh(η , t)(·) for η ∈H(t).
We assume that the lifting map is bounded and that there exists c20,c21 > 0 such that

for all t ∈ [0,T ]

c20

∥∥∥η
`
h

∥∥∥
H(t)
≤ ‖ηh‖Hh(t) ≤ c21

∥∥∥η
`
h

∥∥∥
H(t)

for all ηh ∈Hh(t)(L1)

c20

∥∥∥η
`
h

∥∥∥
V(t)
≤ ‖ηh‖Vh(t) ≤ c21

∥∥∥η
`
h

∥∥∥
V(t)

for all ηh ∈ Vh(t).(L2)

Remark 3.4. As a convention, variables denoted by ` correspond to lifted objects and −`
to inverse lifted objects. The construction of each depends on the parameter h.
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H(t) V(t) Z0(t) Z(t)

S`h(t)

Sh(t)

Hh(t) Vh(t)

⊂
⊃

FIGURE 3.1. The relationships between different spaces used in this
section. ⊂ denotes subspace inclusion, ↪→ denotes continuous embed-
ding,↔ denotes that the lift is a bijection between these spaces.

Lifted push-forward and pull back maps. The lift of the discrete space push-forward
map induces a new push-forward map onH(t). Let φ `

t : H(0)→H(t) by given by

(3.13) φ
`
t (η) := λh(φ

h
t (ςh(η ,0)), t) for η ∈H(0),

with inverse φ `
−t : H(t)→H(0) given by

(3.14) φ
`
−t(η) := λh(φ

h
−t(ς(η , t)),0) for η ∈H(t),

so that

φ
`
t (η

`
h) = (φ h

t (ηh))
` for ηh ∈Hh(0)

φ
`
−t(η

`
h) = (φ h

−t(ηh))
` for ηh ∈Hh(t).

Note that (·)` is a time dependent operator. Our assumptions imply that both pairs {H(t),φ `
t }t∈[0,T ]

and {V(t),φ `
t |V0}t∈[0,T ] are compatible uniformly in h (Def. 2.2). For example, applying

that (Hh(t),φ h
t )t∈[0,T ] is compatible and (L1) gives∥∥∥φ

`
t η

∥∥∥
H(t)
≤ c
∥∥∥φ

h
t (η

−`)
∥∥∥
Hh(t)

≤ c
∥∥∥η
−`
∥∥∥
Hh,0
≤ c‖η‖H0

for η ∈H0.

We use the notation C1
(H,φ `)

and C1
(V,φ `)

for the spaces of smoothly evolving functions,

each with respect to the pull back φ `
−t (c.f. (2.2)). We recall that the definition of L2

H
and L2

V only does not depend on the choice of push-forward map up to norm equivalence
(Rem. 2.5). We assume the following inclusions hold:

C1
(H,φ)∩C0

V ⊂C1
(H,φ `)

, and C1
(V,φ)∩C0

Z0
⊂C1

(V,φ `)
.(L3)

Lifted material derivative. We denote by ∂ •` η the material derivative for the push-forward
map φ `

t (2.4):

(3.15) ∂
•
` η := φ

`
t

d
dt
(φ `
−tη) for all η ∈C1

(H,φ `)
.

This is a different material derivative to the material derivative defined with respect to
the push-forward map φ h

t (3.3). However, as observed in Dziuk and Elliott (2013a), our
construction implies that first taking material derivatives and then lifting is the same as first
lifting and then taking material derivatives:
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Lemma 3.5 (Commutation of material derivative and lifting). The following hold:

• For all ηh ∈C1
Hh

(3.16) ∂
•
` (η

`
h) = (∂ •h ηh)

`.

• ηh ∈C1
Hh

if, and only if, η`
h ∈C1

(H,φ `)
, and ηh ∈C1

Vh
if, and only if, η`

h ∈C1
(V,φ `)

.

Proof. Indeed, applying the definitions (3.13) and (3.14), we see

∂
•
` (η

`
h) = φ

`
t

d
dt

(
φ
`
−t(η

`
h)
)
=

(
φ

h
t

(( d
dt
(φ h
−tηh)

`
)−`))`

=

(
φ

h
t

( d
dt
(φ h
−tηh)

))`

= (∂ •h ηh)
`,

since the lift at time t = 0 and time derivative commute and (·)` and (·)−` are inverses. By
similar reasoning, we have that

∂
•
h (η

−`) = ∂
•
` η for all η ∈C1

(H,φ `)
.

In particular, applying (L1) and (L2), we have the second statement. �

Abstract lifted transport formulae. We assume that we have a transport formula for
functions in C1

(H,φ `)
and C1

(V,φ `)
for the m and a bilinear forms. We assume that there exists

bilinear forms g`(t; ·, ·) : H(t)×H(t)→ R and b`(t; ·, ·) : V(t)×V(t)→ R such that

d
dt

m(t;η ,ζ ) = m(t;∂
•
` η ,ζ )+m(t;η ,∂ •` ζ )+g`(t;η ,ζ ) for η ,ζ ∈C1

(H,φ `)
(G`1)

d
dt

a(t;η ,ζ ) = a(t;∂
•
` η ,ζ )+a(t;η ,∂ •` ζ )+b`(t;η ,ζ ) for η ,ζ ∈C1

(V,φ `)
.(B`1)

We assume that for these bilinear forms there exists c1,c2 > 0 such that for all t ∈ [0,T ]
and all h ∈ (0,h0),

|g`(t;η ,ζ )| ≤ c1 ‖η‖H(t) ‖ζ‖H(t) for η ,ζ ∈H(t)(G`2)

|b`(t;η ,ζ )| ≤ c2 ‖η‖V(t) ‖ζ‖V(t) for η ,ζ ∈ V(t).(B`2)

Lifted finite element space. Let t ∈ [0,T ]. The lifting process allows us to introduce a
new space S`h(t) by

S`h(t) := {χ`
h : χh ∈ Sh(t)}.(3.17)

This is a subspace of V(t) for each t ∈ [0,T ].
The lifted discrete space S`h(t) is a closed subspace of V(t) and φ `

t (S`h,0) = S`h(t) so we
may infer that (S`h(t),φ `

t |S`
h,0
)t∈[0,T ] is a compatible pair (Rem. 2.3). Hence, the spaces L2

S`
h

(2.1) and C1
S`

h
(2.2) are well defined and we will write ∂ •` χ`

h for the material derivative of

χ`
h ∈C1

S`
h
. From our assumptions, in general it does not hold that φt(S`h,0) = S`h(t).

Approximation property of S`h(t). For each t ∈ [0,T ], we assume that there exists a well
defined interpolation operator Ih : Z0(t)→ S`h(t) such that there exists a constant c > 0
such that for all t ∈ [0,T ]

‖η− Ihη‖H(t)+h‖η− Ihη‖V(t) ≤ ch2 ‖η‖Z0(t) for η ∈ Z0(t)(I1)

‖η− Ihη‖H(t)+h‖η− Ihη‖V(t) ≤ chk+1 ‖η‖Z(t) for η ∈ Z(t).(I2)
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Assumptions on the geometric approximation. Finally, we assume we have the follow-
ing relations between continuous and discrete bilinear forms. We assume that there exists
constants c > 0 such that for all t ∈ [0,T ] the following holds for all ηh,ζh ∈ Vh(t) with
lifts η`

h,ζ
`
h ∈ V(t) we have∣∣∣m(t;η

`
h,ζ

`
h)−mh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(P1) ∣∣∣g`(t;η
`
h,ζ

`
h)−gh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(P2) ∣∣∣g`(t;η
`
h,ζ

`
h)−g(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(P3) ∣∣∣a(t;η
`
h,ζ

`
h)−ah(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(P4) ∣∣∣b`(t;η
`
h,ζ

`
h)−bh(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(P5) ∣∣∣b`(t;η
`
h,ζ

`
h)−b(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

.(P6)

For η ,ζ ∈ Z0(t) with inverse lifts η−`,ζ−`, we have∣∣∣a(t;η ,ζ )−ah(t;η
−`,ζ−`)

∣∣∣≤ chk+1 ‖η‖Z0(t) ‖ζ‖Z0(t)(P4’) ∣∣∣b`(t;η ,ζ )−bh(t;η
−`,ζ−`)

∣∣∣≤ chk+1 ‖η‖Z0(t) ‖ζ‖Z0(t) .(P5’)

For η ∈C1
Z0

and ζ ∈ Z0(t), with inverse lifts η−` and ζ−`, we have∣∣∣a(t;∂
•
` η ,ζ )−ah(t;∂

•
h η
−`,ζ−`)

∣∣∣≤ chk+1(‖η‖Z0(t)+‖∂
•
η‖Z0(t))‖ζ‖Z0(t) .(P7)

Finally, we assume

‖∂ •` ζ −∂
•
ζ‖H(t) ≤ chk+1 ‖ζ‖V(t) for ζ ∈C1

V(P8)

‖∂ •` ζ −∂
•
ζ‖V(t) ≤ chk ‖ζ‖Z0(t) for ζ ∈C1

Z0
.(P9)

3.3. Ritz projection. It is convenient to introduce a Ritz projection which is a standard
approach in the finite element analysis of evolution equations (Thomée, 2006) also applied
to problems on evolving surfaces (e.g. Dziuk and Elliott, 2013a). The Ritz projection is
defined with respect to modified positive definite bilinear forms aκ and aκ

h .

A new bilinear form. We know from Assumptions (M2), (Mh2), (A3), (An4) and (Ah2),
there exists κ > 0 such that there exists c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0)

a(t;η ,η)+κm(t;η ,η)≥ c‖η‖2
V(t) for η ∈ V(t)(3.18)

ah(t;ηh,ηh)+κmh(t;ηh,ηh)≥ c‖ηh‖2
Vh(t) for ηh ∈ Vh(t).(3.19)

We now take κ fixed in the sequel. Thus, we infer that the bilinear forms:

aκ(t;η ,ζ ) := a(t;η ,ζ )+κm(t;η ,ζ ) for η ,ζ ∈ V(t)
aκ

h (t;ηh,ζh) := ah(t;ηh,ζh)+κmh(t;ηh,ζh) for ηh,ζh ∈ Vh(t),

are uniformly coercive for all h ∈ (0,h0).



FINITE ELEMENT ANALYSIS FOR PDE IN EVOLVING DOMAINS 21

The projection.

Definition 3.6. The Ritz projection is an operator Πh : V(t)→Sh(t). For z ∈ V(t), Πhz is
given as the unique solution of

(3.20) aκ
h (t;Πhz,χh) = aκ(t;z,χ`

h) for all χh ∈ Sh(t) with lift χ
`
h ∈ S`h(t).

We denote by πhz = (Πhz)` ∈ S`h(t).

We will further assume that there exists a constant c22 > 0 such that for all t ∈ [0,T ], for
η = z−πhz ∈ V(t) and all ζ ∈ Z0(t) we have

(B3) |b(t;η ,ζ )| ≤ c22

(
‖η‖H(t)+h‖η‖V(t)+hk+1 ‖z‖Z(t)

)
‖ζ‖Z0(t) .

Remark 3.7. In an application it may be possible to prove that a simpler version of (B3)
is sufficient. For example in the case of of surfaces without boundary for all t ∈ [0,T ], for
η ∈ V(t) and all ζ ∈ Z0(t) we have

(B3’) |b(t;η ,ζ )| ≤ c22 ‖η‖H(t) ‖ζ‖Z0(t)

holds.

A dual problem. We introduce the dual problem: Given ξ ∈H(t), findR(ξ ) ∈ V(t) such
that

(3.21) aκ(t;η ,R(ξ )) = m(t;ξ ,η) for η ∈ V(t).

Assumptions on κ along with the previous assumptions from Sec. 2.2 imply that (3.21) has
a unique solution and we assume the regularity condition that there exists c > 0 such that

(R2) ‖R(ξ )‖Z0(t) ≤ c‖ξ‖H(t) ,

where the constant is independent of ξ and time t.

Ritz error analysis.

Lemma 3.8. For each z ∈ V(t), there exists a unique solution Πhz of (3.20). There exists
a constant c > 0 such that for all h ∈ (0,h0) and all t ∈ [0,T ] we have

(3.22) ‖Πhz‖Vh(t) ≤ c‖z‖V(t) for z ∈ V(t).

Furthermore, there exists a constant c > 0 such that for all t ∈ [0,T ] and h ∈ (0,h0),

(3.23) ‖z−πhz‖H(t)+h‖z−πhz‖V(t) ≤ chk+1 ‖z‖Z(t) for all z ∈ Z(t).

Proof. Since aκ
h is uniformly coercive (3.19) and bounded ((Ah3) and (Mh2)) and aκ is

bounded ((A4) and (M2)), standard Lax-Milgram theory gives that there exists a unique
solution that satisfies the stability bound (3.22).

To show the error bound, we consider the functional Fh : V(t)→ R given by

Fh(η) = aκ(t;z−πhz,η).

First, note that for η = χ`
h ∈ S`h(t), we can use the definition of Πhz (3.20) to see that

Fh(χ
`
h) = aκ(t;z−πhz,χ`

h) = aκ
h (t;Πhz,χh)−aκ(t;πhz,χ`

h).

Then the perturbation estimates (P1) and (P4) and the stability bound (3.22) imply that

(3.24)
∣∣∣Fh(χ

`
h)
∣∣∣≤ chk ‖Πhz‖Vh(t)

∥∥∥χ
`
h

∥∥∥
V(t)
≤ chk ‖z‖V(t)

∥∥∥χ
`
h

∥∥∥
V(t)

.
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Next, we consider Fh(η) for η ∈ Z0. Then, again using (3.20) we have

Fh(η) = aκ(t;z−πhz,η)

= aκ(t;z−πhz,η− Ihη)+aκ(t;z−πhz, Ihη)

= aκ(t;z−πhz,η− Ihη)+
(
aκ

h (t;Πhz,(Ihη)−`)−aκ(t;πhz, Ihη)
)
=: I1 + I2.

Using the boundedness of aκ ((A4) and (M2)) and the interpolation bounds (I1), we have

|I1| ≤ c‖z−πhz‖V(t) ‖η− Ihη‖V(t) ≤ ch‖z−πhz‖V(t) ‖η‖Z0(t) .

We split I2 so that together with the perturbation estimates (P1), (P4) and (P4’) and the
interpolation result we have

|I2| ≤
∣∣∣aκ

h (t;Πhz,(Ihη−η)−`)−aκ(t;πhz, Ihη−η)
∣∣∣

+
∣∣∣aκ

h (t;Πhz− z−`,(η)−`)−aκ(t;πhz− z,η)
∣∣∣

+
∣∣∣aκ

h (t;z−`,(η)−`)−aκ(t;z,η)
∣∣∣

≤ chk+1 ‖Πhz‖Vh(t)
‖η‖Z0(t)+ chk ‖πhz− z‖V(t) ‖η‖V(t)

+ chk+1 ‖z‖Z0(t) ‖η‖Z0(t) .

Then combining the above estimates with the stability bound (3.22), we see that

(3.25) |Fh(η)| ≤ c
(
h‖z−πhz‖V(t)+hk+1 ‖z‖Z(t)

)
‖η‖Z0(t) .

To show the V(t)-norm error bound, we have

aκ(t;z−πhz,z−πhz) = aκ(t;z−πhz,z− Ihz)+Fh(Ihz−πhz).

Applying the boundedness ((A4) and (M2)) and coercivity (3.18) of aκ , the interpolation
bound (I2) and the first bound on Fh (3.24) gives

‖z−πhz‖2
V(t) ≤ chk ‖z−πhz‖V(t) ‖z‖Z(t)+ chk ‖z‖V(t) ‖Ihz−πhz‖V(t)

≤ chk ‖z−πhz‖V(t) ‖z‖Z(t)+ chk ‖z‖V(t)

(
‖Ihz− z‖V(t)+‖z−πhz‖V(t)

)
.

Using the interpolation bound (I2) and rearranging using a Young’s inequality gives

(3.26) ‖z−πhz‖V(t) ≤ chk ‖z‖Z(t) .

For theH(t)-norm bound, we consider the dual problem (3.21) with ξ = z−πhz∈H(t).
Then there exists a uniqueR(ξ ) ∈ V(t) such that

aκ(t;η ,R(ξ )) = m(t;ξ ,η) for all η ∈ V(t).
Furthermore,R(ξ ) ∈ Z0(t) and satisfies (R2)

(3.27) ‖R(ξ )‖Z0(t) ≤ c‖z−πhz‖H(t) .

Then we have from (M2) that

‖z−πhz‖2
H(t) ≤ c2m(t;z−πhz,z−πhz) = c2aκ(t;z−πhz,R(ξ )) = c2Fh(R(ξ )).

Then the second bound on Fh (3.25) together with the V(t)-norm bound (3.26) and the dual
regularity estimate (3.27) imply that

‖z−πhz‖2
H(t) ≤

(
ch‖z−πhz‖V(t)+ chk+1 ‖z‖Z(t)

)
‖R(ξ )‖Z0(t)

≤ chk+1 ‖z‖Z(t) ‖z−πhz‖H(t) .

Rearranging this inequality provides theH(t)-norm bound. �
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Time derivative of Ritz projection. Since in general the material derivative and Ritz
projection do not commute, we must provide a further estimate for this material derivative
of the error z−πhz. First, we derive an equation for ∂ •h Πhz.

Lemma 3.9. Let z ∈C1
V then, for each t ∈ [0,T ], we have the equation:

(3.28) aκ
h (t;∂

•
h Πhz,χh) = aκ(t;∂

•
` z,χ`

h)+bκ
` (t;z,χ`

h)−bκ
h (t;Πhz,χh)

for all χh ∈ Sh(t).

Proof. First consider χh ∈C1
Sh

and take the time derivative of (3.20). We apply the discrete
transport formulae (Gh1) and (Bh1) on the left hand side and the lifted transport formulae
(B`1) and (G`1) on the right hand side and rearrange to see:

aκ
h (t;∂

•
h Πhz,χh)

= aκ(t;∂
•
` z,χ`

h)+aκ(t;z,∂ •` χ
`
h)−aκ

h (t;Πhz,∂ •h χh)+bκ
` (t;z,χ`

h)−bκ
h (t;Πhz,χh).

Using the fact that for χh ∈C1
Sh

, we have ∂ •h χh ∈ Sh(t) and (∂ •h χh)
` = ∂ •` χ`

h, we can apply
(3.20) once more to see that

aκ
h (t;∂

•
h Πhz,χh) = aκ(t;∂

•
` z,χ`

h)+bκ
` (t;z,χ`

h)−bκ
h (t;Πhz,χh).

We can expand this result to arbitrary χh ∈ Sh(t) by considering the function χ∗h given
by s 7→ φ h

s (φ
h
−t χh) which satisfies χ∗h ∈C1

Sh
and χ∗h |s=t = χh. �

Lemma 3.10. For z ∈C1
Z0

, we have that Πhz ∈C1
Sh

and there exists a constants c > 0 such
that for all t ∈ [0,T ], h ∈ (0,h0)

(3.29) ‖∂ •h Πhz‖Vh(t)
≤ c
(
‖z‖Z0(t)+‖∂

•z‖V(t)
)

for all z ∈ Z0(t).

Furthermore, if z ∈C1
Z , then

(3.30) ‖∂ •` (z−πhz)‖H(t)+h‖∂ •` (z−πhz)‖V(t) ≤ chk+1(‖z‖Z(t)+‖∂
•z‖Z(t)

)
.

Proof. For the stability bound, we see that ∂ •h Πhz satisfies the discrete elliptic problem
(3.28). This tells us that ∂ •h Πhz ∈ Sh(t) and, combined with the boundedness of aκ ((A4)
and (M2)), bκ

` ((B`2) and (G`2)), and bκ
h ((Bh2) and (Gh2)) we see that

‖∂ •h Πhz‖Vh(t)
≤ c
(
‖∂ •h z‖V(t)+‖z‖V(t)+‖Πhz‖Vh(t)

)
.

Then applying the perturbation estimate (P9) and the stability of estimate (3.22), we see
(3.29).

To show the error bound, we proceed in a similar fashion to Lem. 3.8, we introduce the
functional Th : V(t)→ R given by

Th(η) = aκ(t;∂
•
` (z−πhz),η).

First, for η = χ`
h ∈ S`h(t), we can use (3.28) to see

Th(χ
`
h) = aκ(t;∂

•
` (z−πhz),χ`

h)

=
(
aκ

h (t;∂
•
h Πhz,χh)−aκ(t;∂

•
` πhz,χ`

h)
)
+
(
bκ

h (t;Πhz,χh)−bκ
` (t;πhz,χ`

h)
)

+bκ
` (t;πhz− z,χ`

h).
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Then, using the perturbation estimates on aκ ((P1) and (P4)), with the fact that the two dis-
crete material derivatives and lifting commute (3.16), and bκ ((P2) and (P5)), the bounded-
ness of bκ

` ((G`2) and (B`2)), the error bound (3.23) and the stability estimates (3.22) and
(3.29) gives

(3.31)

∣∣∣Th(χ
`
h)
∣∣∣≤ chk(‖∂ •h Πhz‖Vh(t)

+‖Πhz‖Vh(t)+‖z‖Z(t)
)∥∥∥χ

`
h

∥∥∥
V(t)

≤ chk(‖z‖Z(t)+‖∂
•z‖Z(t)

)∥∥∥χ
`
h

∥∥∥
V(t)

.

Secondly, for η ∈ Z0(t), we have using (3.28)

Th(η) = aκ(t;∂
•
` (z−πhz),η− Ihη)+aκ(t;∂

•
` (z−πhz), Ihη)

= aκ(t;∂
•
` (z−πhz),η− Ihη)

+
(
aκ

h (t;∂
•
h Πhz,(Ihη)−`)−aκ(t;∂

•
` πhz, Ihη)

)
+
(
bκ

h (t;Πhz,(Ihη)−`)−bκ
` (t;πhz, Ihη)

)
+bκ

` (t;πhz− z, Ihη)

=: I1 + I2 + I3 + I4.

We split the four terms I1, . . . , I4 using the smooth functions z and η so that

I1 = aκ(t;∂
•
` (z−πhz),η− Ihη)

I2 =
(
aκ

h (t;∂
•
h Πhz,(Ihη−η)−`)−aκ(t;∂

•
` πhz, Ihη−η)

)
+
(
aκ

h (t;∂
•
h (Πhz− z−`),(η)−`)−aκ(t;∂

•
` (πhz− z),η)

)
+
(
aκ

h (t;∂
•
h (z
−`)− (∂ •z)−`,(η)−`)−aκ(t;∂

•
` z−∂

•z,η)
)

+
(
aκ

h (t;(∂
•z)−`,(η)−`)−aκ(t;∂

•z,η)
)

I3 =
(
bκ

h (t;Πhz,(Ihη−η)−`)−bκ
` (t;πhz, Ihη−η)

)
+
(
bκ

h (t;Πhz− z−`,(η)−`)−bκ
` (t;πhz− z,η)

)
+
(
bκ

h (t;z−`,(η)−`)−bκ
` (t;z,η)

)
I4 = bκ

` (t;πhz− z, Ihη−η)+
(
bκ
` (t;πhz− z,η)−bκ(t;πhz− z,η)

)
+bκ(t;πhz− z,η).

Using the boundedness of aκ ((A4) and (M2)) and the interpolation estimate (I1), we have

|I1| ≤ ch‖∂ •` (z−πhz)‖V(t) ‖η‖Z0(t) .

Using the perturbation errors for aκ (P1) to (P4’) (with the fact that discrete material deriva-
tives and lifting commute (3.16), the inclusions shown in (L3) and Lem. 3.5), as well as
the estimate with material derivatives (P7), together with the interpolation bound (I1) and
the error in material derivatives (P9), we have

|I2| ≤ chk+1 ‖∂ •h Πhz‖Vh(t)
‖η‖Z0(t)+ chk ‖∂ •` (z−πhz)‖V(t) ‖η‖V(t)

+ ch2k ‖z‖Z0(t) ‖η‖V(t)+ chk+1 ‖∂ •z‖Z0(t) ‖η‖Z0(t)

≤ chk ‖∂ •` (z−πhz)‖V(t) ‖η‖Z0(t)

+ chk+1(‖z‖Z(t)+‖∂
•z‖Z(t)+‖∂

•
h Πhz‖Vh(t)

)
‖η‖Z0(t) .
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Using the simple and improved perturbation estimate for bκ (P2), (P5) and (P5’), the inter-
polation result (I1), and the Ritz V(t)-norm error bound (3.23), we have

|I3| ≤ chk+1 ‖Πhz‖Vh(t)
‖η‖Z0(t)+ chk+1 ‖z‖Z(t) ‖η‖V(t)+ chk+1 ‖z‖Z0(t) ‖η‖Z0(t)

≤ chk+1(‖z‖Z(t)+‖Πhz‖Vh(t)
)
‖η‖Z0(t) .

Using the boundedness of bκ
` ((B`2) and (G`2)), the perturbation estimates (P6) and (P3) on

bκ , the boundedness of bκ ((B3) and (G2)) and the Ritz V(t) and H(t)-norm error bounds
(3.23) we have

|I4| ≤ chk+1 ‖z‖Z(t) ‖η‖Z0(t)+ ch2k ‖z‖Z(t) ‖η‖V(t)

+ c
(
‖z−πhz‖H(t)+h‖z−πhz‖V(t)+hk+1 ‖z‖Z(t)

)
‖η‖Z0(t)

≤ chk+1 ‖z‖Z(t) ‖η‖Z0(t) .

Combining the previous four bounds with the stability estimates for Πhz (3.22) and ∂ •h Πhz
(3.29) gives
(3.32)
|Th(η)| ≤ chk+1(‖z‖Z(t)+‖∂

•z‖Z(t)
)
‖η‖Z0(t)+ ch‖∂ •` (z−πhz)‖V(t) ‖η‖Z0(t) .

To show the V(t)-norm error bound, we start with

aκ(t;∂
•
` (z−πhz),∂ •` (z−πhz))

= aκ(t;∂
•
` (z−πhz),∂ •` z−∂

•z)+aκ(t;∂
•
` (z−πhz),∂ •z− Ih∂

•z)

+aκ(t;∂
•
` (z−πhz), Ih∂

•z−∂
•
` πhz).

Noting that the final term on the right hand side is Th(Ih∂ •z− ∂ •` πhz), the bounds on aκ

((A4) and (M2)), the perturbation estimate (P9), the interpolation estimate (I2) and the first
bound on Th (3.31) gives

aκ(t;∂
•
` (z−πhz),∂ •` (z−πhz))

≤ ‖∂ •` (z−πhz)‖V(t) chk ‖z‖Z0(t)+‖∂
•
` (z−πhz)‖V(t) chk ‖∂ •z‖Z(t)

+ chk(‖z‖Z(t)+‖∂
•z‖Z(t))‖Ih∂

•z−∂
•
h πhz‖V(t)

≤ ‖∂ •` (z−πhz)‖V(t) chk ‖z‖Z0(t)+‖∂
•
` (z−πhz)‖V(t) chk ‖∂ •z‖Z(t)

+ chk(‖z‖Z(t)+‖∂
•z‖Z(t)

)(
‖Ih∂

•z−∂
•z‖V(t) ‖∂

•z−∂
•
` πhz‖V(t)

)
.

Again, using the interpolation bound (I2) and the coercivity of aκ (3.18) and rearranging
using a Young’s inequality gives

(3.33) ‖∂ •` (z−πhz)‖V(t) ≤ chk(‖z‖Z(t)+‖∂
•z‖Z(t)

)
.

To show the H(t)-norm bound, we consider the dual problem (3.21) with ξ = e :=
∂ •` (z−πhz) ∈H(t). Then, there existsR(ξ ) ∈ V(t) such that

aκ(t;η ,R(ξ )) = m(t;e,η) for all η ∈ V(t).

Furthermore,R(ξ ) ∈ Z0(t) and satisfies the bound

(3.34) ‖R(ξ )‖Z0(t) ≤ c‖e‖H(t) .

Then we have

‖∂ •` (z−πhz)‖2
H(t) ≤ c2

2m(t;e,e) = c2
2aκ(t;∂

•
` (z−πhz),R(ξ )) = c2

2Th(R(ξ )).



26 C. M. ELLIOTT AND T. RANNER

The second bound on Th (3.32), the V(t)-norm error bound (3.33) and the dual regularity
result (3.34) give

‖e‖2
H(t) ≤ chk+1(‖z‖Z(t)+‖∂

•z‖Z(t)
)
‖R(ξ )‖Z0(t)+ ch‖e‖V(t) ‖R(ξ )‖Z0(t)

≤ chk+1(‖z‖Z(t)+‖∂
•z‖Z(t)

)
‖e‖H(t) .

Rearranging this inequality gives the desiredH(t)-norm bound. �

3.4. Abstract error bound. To show the error bound we make the following assumption
on the smoothness of the continuous problem. We assume that u ∈C1

V and that there exists
a constant C > 0 such that u satisfies that regularity estimate

(R1) sup
t∈[0,T ]

‖u‖2
Z(t)+

∫ T

0
‖∂ •u‖2

Z(t) dt ≤C.

Theorem 3.11. Let all the assumptions listed in Sec. 3.2 hold as well as (B3) and (R1).
Denote by u the solution of (2.9) and by Uh ∈C1

Sh
the solution of (3.7) with lift uh ∈C1

S`
h
.

Then, there exists constant c > 0 such that for h ∈ (0,h0) we have the error estimate

(3.35)

sup
t∈[0,T ]

‖u−uh‖2
H(t)+h2

∫ T

0
‖u−uh‖2

V(t) dt

≤
∥∥u0−uh,0

∥∥2
H(0)+ ch2k+2

(
sup

t∈[0,T ]
‖u‖2

Z(t)+
∫ T

0
‖∂ •u‖2

Z(t) dt

)
.

To show the error bound, we start by rescaling both solutions. Let ǔ = e−κtu and Ǔh =
e−κtUh, which satisfy

m(t;∂
•ǔ,η)+g(t; ǔ,η)+aκ(t; ǔ,η) = 0 for all η ∈ L2

V(3.36)
d
dt

mh(t;Ǔh,χh)+aκ
h (t;Ǔhχh)−mh(t;Ǔh,∂

•
h χh) = 0 for all χh ∈C1

Sh
.(3.37)

Our assumptions imply

(3.38) sup
t∈[0,T ]

‖ǔ‖2
Z(t)+

∫ T

0
‖∂ •ǔ‖2

Z(t)

≤ e−2κt

(
sup

t∈[0,T ]
‖u‖2

Z(t)+
∫ T

0
‖∂ •u‖Z(t)+κ

2 ‖u‖2
Z(t) dt

)
<C.

We define ǔh := Ǔ `
h to be the lift of Ǔh. We will decompose the error as:

(3.39) ǔh− ǔ = (ǔh−πhǔ)+(πhǔ− ǔ) =: θ +ρ.

We already have bounds on ρ from Lem. 3.8 and 3.10, thanks to assumption (R1), so it
remains to show a bound for θ . We will denote by ϑ = Ǔh−Πhǔ, and by our assumptions,
we know ϑ ∈C1

Sh
.

Lemma 3.12. Let χh ∈C1
Sh

and denote by χ`
h ∈C1

S`
h
. Then ϑ = Ǔh−Πhǔ satisfies

(3.40)
d
dt

mh(t;ϑ ,χh)+aκ
h (t;ϑ ,χh)−mh(t;ϑ ,∂ •h χh) =−E1(χh)−E2(χh),
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where

E1(χh) = m(t;∂
•
` ρ,χ`

h)+g`(t;ρ,χ`
h)

E2(χh) =
(
mh(t;∂

•
h Πhǔ,χh)−m(t;∂

•
` πhǔ,χ`

h)
)
+
(
gh(t;Πhǔ,χh)−g`(t;πhǔ,χ`

h)
)

+m(t; ǔ,∂ •χ`
h−∂

•
` χ

`
h).

Proof. We transform (3.36) into variational form using (G1), then together with the defi-
nition of the Ritz projection (3.20), we see that

d
dt

mh(t;Πhǔ,χh)+aκ
h (t;Πhǔ,χh)−mh(t;Πhǔ,∂ •h χh)

=
d
dt

(
mh(t;Πhǔ,χh)−m(t; ǔ,χ`

h)
)
−
(
mh(t;Πhǔ,∂ •h χh)−m(t; ǔ,∂ •χ`

h)
)
.

We use the transport formulae (Gh1) for mh and (G`1) for m to see

d
dt

mh(t;Πhǔ,χh)+aκ
h (t;Πhǔ,χh)−mh(t;Πhǔ,∂ •h χh)

=
(
mh(t;∂

•
h Πhǔ,χh)−m(t;∂

•
` ǔ,χ`

h)
)
+
(
gh(t;Πhu,χh)−g`(t; ǔ,χ`

h)
)

+m(t; ǔ,∂ •χ`
h−∂

•
` χ

`
h).

Subtracting this equation from (3.37) and rearranging gives (3.40). �

Lemma 3.13. For χh ∈ Sh(t), the consistency terms E1 and E2 satisfy

(3.41) |E1(χh)|+ |E2(χh)| ≤ chk+1(‖ǔ‖Z(t)+‖∂
•ǔ‖Z(t)

)
‖χh‖Vh(t) .

Proof. For E1, we use (M2) and (2.6) together with the error bounds from (3.23) and (3.30)
to see

|E1(χh)| ≤ c
(
‖ρ‖H(t)+‖∂

•
` ρ‖H(t)

)
‖χh‖Hh

≤ chk+1(‖ǔ‖Z(t)+‖∂
•ǔ‖Z(t)

)
‖χh‖Vh(t) .

For E2, we use the perturbation estimates (P1), (P2) and (P8) together with the stability
bounds on the Ritz projection (3.22) and (3.29) to see

|E2(χh)| ≤ chk+1(‖ǔ‖H(t)+‖Πhǔ‖Vh(t)+‖∂
•
h Πhǔ‖Vh(t)

)
‖χh‖Vh(t)

≤ chk+1(‖ǔ‖Z(t)+‖∂
•ǔ‖Z(t)

)
‖χh‖Vh(t) . �

Lemma 3.14. The following bound holds for ϑ = Ǔh−Πhǔ

(3.42) sup
t∈[0,T ]

‖ϑ‖2
Hh(t)+

∫ T

0
‖ϑ‖2

Vh(t) dt

≤ ‖ϑ‖2
Hh(0)+ ch2k+2

∫ T

0
‖ǔ‖2

Z(t)+‖∂
•ǔ‖2

Z(t) dt.

Proof. We test (3.40) with χh = ϑ to see

d
dt

mh(t;ϑ ,ϑ)+aκ
h (t;ϑ ,ϑ)−mh(t;ϑ ,∂ •h ϑ) =−E1(ϑ)−E2(ϑ).

The transport formula for mh (Gh1) tells us that

d
dt

mh(t;ϑ ,ϑ)−mh(t;ϑ ,∂ •h ϑ) =
1
2

d
dt

mh(t;ϑ ,ϑ)+
1
2

gh(t;ϑ ,ϑ),
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hence, applying the bound on E1 and E2 (3.41) we infer that
1
2

d
dt

mh(t;ϑ ,ϑ)+aκ
h (t;ϑ ,ϑ)≤−1

2
gh(t;ϑ ,ϑ)+ chk+1(‖ǔ‖Z(t)+‖∂

•ǔ‖Z(t)
)
‖ϑ‖Vh(t) .

Applying the boundedness and coercivity estimates form mh,aκ
h and gh (Mh2), (3.19) and

(Gh2) with a Young’s inequality and integrating in time gives

‖ϑ‖2
Hh(t)+

∫ t

0
‖ϑ‖2

Vh(t ′) dt ′

≤ ‖ϑ‖2
Hh(0)+ c

∫ t

0
‖ϑ‖2

Hh(t ′) dt ′+ ch2k+2
∫ t

0

(
‖ǔ‖2

Z(t ′)+‖∂
•ǔ‖2

Z(t ′)
)

dt ′.

Finally, we use a Grönwall inequality to see the desired result. �

Finally, we can show the result of Thm. 3.11.

Proof of Thm. 3.11. We apply the splitting (3.39), the bounds on ρ from Lem. 3.8, the
bounds on θ from Lem. 3.14 and the estimate on ǔ from (3.38) to see

sup
t∈(0,T )

‖u−uh‖2
H(t)+h2

∫ T

0
‖u−uh‖2

V(t) dt

≤ c sup
t∈(0,T )

(
‖θ‖2

H(t)+‖ρ‖
2
H(t)

)
+h2

∫ T

0

(
‖θ‖2

V(t)+‖ρ‖
2
V(t)
)

≤ ch2k+2

(
sup

t∈(0,T )
‖ǔ‖2

Z(t)+
∫ T

0

(
‖ǔ‖2

Z(t)+‖∂
•ǔ‖2

Z(t)
)

dt

)
+ c
∥∥u−uh,0

∥∥2
H(0)

≤ ch2k+2

(
sup

t∈(0,T )
‖u‖2

Z(t)+
∫ T

0
‖∂ •u‖2

Z(t) dt

)
+ c
∥∥u0−uh,0

∥∥2
H(0) .

The final line follows since the L2 norm is bounded by the L∞ norm. �
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Part 2. Evolving finite element spaces

4. EVOLVING BULK FINITE ELEMENT SPACES

In this section, we will define families of evolving bulk finite element spaces {Sh(t)}t∈[0,T ]
on families of evolving triangulated bulk domains {Ωh(t)}t∈[0,T ] consisting of unions of el-
ements. We have in mind Ωh(t) ⊂ Rn+1 approximating an open bounded domain Ω(t) ⊂
Rn+1. We will use the word bulk in this section to emphasise the difference to the surface
case considered in Sec. 6 but more common terminology would simply remove this word.

Our work extends from standard bulk finite element theory (Ciarlet, 1978) and the work
of Ciarlet and Raviart (1972) and Bernardi (1989) for Cartesian bulk domains with curved
boundaries to the evolving case. Throughout this section we will denote global discrete
quantities with a subscript h ∈ (0,h0), which is related to element size. We assume im-
plicitly that these structures exist for each h in this range. See also Rem. 4.11. For ease of
exposition we begin with definitions without the time parameter, t.

4.1. Reference finite element.

Definition 4.1 (Reference finite element). The triple (K̂, P̂, Σ̂) is a reference finite element
if:

(a) the element domain K̂ ⊂Rm is the closure of an open domain with Lipschitz piece-
wise smooth boundary,

(b) the set of shape functions P̂ is a finite dimensional space of functions over K̂,
(c) the nodal variables or degrees of freedom Σ̂ = {σ̂1, . . . , σ̂d} are a basis of P̂′ the

dual space to P̂,
and Σ̂ determines P̂, that is if for χ̂ ∈ P̂ with σ̂(χ̂) = 0 for all σ̂ ∈ Σ̂, we have χ̂ = 0.

As part of this definition, we are implicitly assuming that the nodal variables live in
the dual to a larger function space than P̂. We will see that this usually requires further
smoothness or continuity of finite element functions. We give an example of a simpli-
cal finite element, but this definition includes other examples such as isoparametric finite
elements and brick finite elements.

Recall that a (non-degenerate) m-simplex K in Rm, is the convex hull of m+1 distinct
points {ai}m+1

i=1 ⊂ Rm, called the vertices of the m-simplex, which are not contained in a
common (m−1)-dimension hyperplane. More precisely, we have

K =

{
x =

m+1

∑
i=1

µ ia0 : 0≤ µ i ≤ 1,1≤ i≤m+1,
m+1

∑
i=1

µ i = 1

}
.

For each x∈K, we call {µ i}m+1
i=1 barycentric coordinates. For any integer l with 0≤ l ≤m,

an l-facet of an m-simplex K is any l-simplex whose (l+1) vertices are also vertices of K.
We call an (m− 1)-facet a boundary facet. We will also use the term boundary facet for
any boundary polytopes (union of simplicies) of a polytope K. For each k ≥ 0, we shall
denote by Pk the space of all polynomials of degree k in the variables x1, . . . ,xm in Rm. For
any set A⊂ Rm, we let

Pk(A) = {χ|A : χ ∈ Pk}.

Example 4.2 (Example of reference finite element). The standard piecewise linear finite
element (K,P1(K),ΣK) is obtained by choosing K to be a non-degenerate m-simplex in
Rm and ΣK = {χ 7→ χ(ai) : 1 ≤ i ≤ m+ 1}. We can also define higher order spaces
(K,Pk(K),ΣK), for k ≥ 2, by including extra evaluation points in ΣK (see, for example,
Ciarlet (1978, Section 2.2)). The key property of the extra evaluation points is that they
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determine the particular function in Pk(K). It is also true that the restriction of ΣK to any
facet determines the restriction of functions in Pk(K) on that facet.

Given the reference element (K̂, P̂, Σ̂) and a function η̂ : K̂ → R for which the nodal
variables σi(η̂) can be computed (e.g. in the case of Lagrange element we require η̂ to be
continuous), we define the nodal interpolation of η̂ , written Îη̂ , as the unique function in
P̂ which has the same nodal values as η̂ . Let {χ̂i : 1≤ i≤ d} ⊂ P be the basis of P dual to
Σ then we can characterise Îη̂ as

Îη̂ :=
d

∑
i=1

σi(η̂)χi.

Lemma 4.3 (Bramble-Hilbert Lemma, Ciarlet 1978, Thm. 3.1.5). Let the following inclu-
sions hold for m,k > 0, and p,q ∈ [1,∞],

W k+1,p(K̂) ↪→C(K̂)

W k+1,p(K̂) ↪→W m,q(K̂)

Pk(K̂)⊂ P̂⊂W m,q(K̂).

Under the above assumptions on the reference finite element we have that there exists a
constant C =C(K̂, P̂, Σ̂)> 0 such that for all functions η̂ ∈W k+1,p(K̂),

(4.1)
∣∣η̂− Îη̂

∣∣
W m,q(K̂)

≤C |η̂ |W k+1,p(K̂) .

4.2. Bulk finite element. We start by defining a single bulk finite element in Rn+1. Our
definition of bulk finite element combines Def. 2.1 and 2.3 from (Bernardi, 1989).

Definition 4.4 (Bulk element reference map and bulk finite element). Let (K̂, P̂, Σ̂) be a
reference finite element (Def. 4.1) with K̂ ⊂ Rn+1.

(a) Let FK : K̂→ Rn+1 satisfy
(1) (a) FK ∈C1(K̂,Rn+1);

(b) rank∇FK = n+1;
(c) FK is a bijection onto its image;

(2) FK can be decomposed into an affine part and smooth part

FK(x̂) = AK x̂+bK +DK(x̂)

such that AK is an invertible (n+ 1)× (n+ 1) matrix, bK ∈ Rn+1, and DK ∈
C1(K̂)

(4.2) CK := sup
x̂∈K̂

∥∥∇DK(x̂)A−1
K

∥∥< 1,

where ‖·‖ denotes the two-norm of the matrix.
In this situation we call FK a bulk element reference map.

(b) Let FK be a bulk element reference map and (K,P,Σ) be the triple given by

K := FK(K̂) (the element domain)(4.3a)

P := {χ̂ ◦F−1
K : χ̂ ∈ P̂} (the shape functions)(4.3b)

Σ := {χ 7→ σ̂(χ ◦FK) : σ̂ ∈ Σ̂} (the nodal variables).(4.3c)

Under the above assumptions, we call (K,P,Σ) a bulk finite element, (K̂, P̂, Σ̂) the
associated reference finite element.
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With the bulk reference element map FK we can compute integrals and derivatives over
the reference element using the transformation identity:∫

K
χ(x)dx =

∫
K̂

χ̂(x̂) |det∇FK(x̂)| dx̂, ∇χ(x) = ∇F−t
K (x̂)∇χ̂(x̂).

We denote by νK the outward pointing normal to K.

Definition 4.5 (Θ-bulk finite element, Def. 2.4 Bernardi 1989). Let Θ ∈ N and FK be the
bulk element reference map for a bulk finite element (K,P,Σ).

(a) We say that FK is a Θ-bulk finite element reference map if
(i) the bulk element reference map FK ∈CΘ+1(K̂;Rn+1);

(ii) for 1≤ m≤Θ+1, there exists constants Cm(K)> 0 such that

(4.4) sup
x̂∈K̂
|∇mFK(x̂)|‖AK‖−m ≤Cm(K).

(b) We say that (K,P,Σ) is a Θ-bulk finite element if FK is a Θ-bulk finite element
reference map and

(i) the space P contains the functions χ̂ ◦F−1
K for all χ̂ ∈ PΘ(K̂);

(ii) the space P is contained in CΘ+1(K).

Remark 4.6. The properties of K allow us to define the Sobolev spaces W m,p(K) for 1 ≤
m ≤ Θ+1, 1 ≤ p ≤ ∞. Since P ⊂CΘ+1(K) and is finite dimensional, we clearly see that
P is a closed subspace of W m,p(K) for 1≤ m≤Θ+1, 1≤ p≤ ∞.

Example 4.7 (Bulk finite elements). We are thinking of two particular examples. The first
is a standard Lagrange finite element and the second is an isoparametric finite element.
Examples of each of these cases are shown in Fig. 4.1.

(a) Let (K̂, P̂, Σ̂) be a reference finite element. Consider the affine map FK : K̂→Rn+1

given by FK(x̂) = AK x̂+ bK . If AK is non-singular, then this defines a bulk finite
element (K,P,Σ). In the standard way, the element domain K is defined by the
location of its vertices. For a simplex reference element domain K̂, we are thinking
of line segments in R, triangles in R2 and tetrahedra in R3.

(b) Let (K̂, P̂, Σ̂) be a reference finite element. Let (K,P,Σ) be a bulk finite element
which is the image of (K̂, P̂, Σ̂) under a map FK which satisfies FK ∈ (P̂)n+1. We
call (K,P,Σ) an isoparametric bulk finite element. We note that the functions in P
will not necessarily consist of polynomials over K even if P̂ consists of polynomi-
als over K̂, however this leads to a practical scheme where integrals are computed
over reference elements. This example is the basis for the method in Sec. 8.

The definition of bulk finite element (Def. 4.4), in particular (4.2), is constructed to
allow the following result:

Lemma 4.8 (Lem. 2.1, Bernardi 1989). Let FK : K̂→ K be a bulk finite element reference
map then FK is a C1-diffeomorphism and satisfies

sup
x̂∈K̂
‖∇FK(x̂)‖ ≤ (1+CK)‖AK‖(4.5)

sup
x̂∈K̂

∥∥(∇FK(x̂))−1∥∥≤ (1−CK)
∥∥A−1

K

∥∥ ,(4.6)

and also for all x̂ ∈ K̂

(4.7) (1−CK)
n+1 |det(AK)| ≤ |det(∇FK(x̂))| ≤ (1+CK)

n+1 |det(AK)| .
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FIGURE 4.1. Examples of different bulk finite elements in the case
n = 2. Left shows a reference finite element (in green), centre shows
a standard finite element (Ex. 4.7(a)) and right shows an isoparametric
bulk finite element (Ex. 6.7(b)) with quadratic FK . The plot shows the
element domains in red and the location of the nodes in blue.

To help us understand the geometry of the new element domains K, we introduce a new
element domain K̃ defined by the affine part of the parametrisation: K̃ := {AK x̂+bK : x̂ ∈
K̂}.

Lemma 4.9. Let K be an element domain (4.3a) parametrised by a bulk element reference
map FK over K̂. Denote by

hK := diam(K̃)(4.8a)

ρK := sup{diam(B) : B is a n-dimensional ball contained in K̃}.(4.8b)

We will also write ĥ and ρ̂ for the diameter of K̂ and diameter of the maximum inscribed
ball in K̂. Then we have that

‖AK‖ ≤
hK

ρ̂
(4.9a)

∥∥A−1
K

∥∥≤ ĥ
ρK

(4.9b)

sup
x̂∈K̂
|det(∇FK(x̂))| ≤

1
meas K̂

(
1+CK

1−CK

)n+1

meas(K).(4.9c)

Proof. See (Ciarlet, 1978, Thm. 3.1.3). �

Remark 4.10. We note that the volume of an element meas(K) can be estimated by hK and
ρK by

c1ρ
n+1
K ≤measK ≤ c2hn+1

K .

Here the positive constants c1,c2 depend on the volume of the unit ball in Rn+1 and the
constant CK .

Remark 4.11. In the sequel, we will assume implicitly that results hold for hK sufficiently
small (hK < h0) for some particular value of h0. In general this is always possible by
subdividing a particular element using a refinement procedure and applying the result to
the subdivided, smaller elements.

The choice of mapping allows us to relate functions defined on K to functions on K̂.
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Lemma 4.12 (Lem. 2.3, Bernardi 1989). Let FK : K̂ → K be a Θ-bulk finite element ref-
erence map (Def. 4.5). Let 0 ≤ m ≤ Θ + 1 and p ∈ [1,∞], then χ ∈W m,p(K) implies
χ̂ = χ ◦FK belongs to W m,p(K̂). We have for any χ ∈W m,p(K) that

(4.10) |χ̂|W m,p(K̂) ≤ c |detAK |−
1
p ‖AK‖m

m

∑
r=0
|χ|W r,p(K) ,

for a constant which depends on CK ,C2(K), . . . ,Cm(K). We also have for any χ̂ ∈W m,p(K̂)

that χ = χ̂ ◦F−1
K ∈W m,p(K) and

|χ|W m,p(K) ≤ c |detAK |
1
p

m

∑
r=0

∥∥A−1
K

∥∥r |χ̂|W r,p(K̂) ,(4.11)

where the constant here depends on CK ,C2(K), . . . ,Cm(K) and the product ‖AK‖
∥∥A−1

K

∥∥.

Given a bulk finite element (K,P,Σ) (Def. 4.4), let {χi : 1≤ i≤ d} ⊂ P be the basis dual
to Σ. This is the set of basis functions of the finite element. If η is a function for which all
σi(η), 1≤ i≤ d is well defined, then we define the local interpolant by

(4.12) IKη :=
d

∑
i=1

σi(η)χi.

We can think of IKη as the unique shape function that has the same nodal values as η so
that, in particular, IK χ = χ for χ ∈ P.

Theorem 4.13 (Local interpolation estimate). Let (K,P,Σ) be a Θ-bulk finite element
(Def. 4.5) with reference element (K̂, P̂, Σ̂) by FK which satisfies the assumptions of Lem. 4.3
for some 0 < k,m≤Θ, p,q ∈ [1,∞]. Then there exists a constant C =C(K̂, P̂, Σ̂) such that
for all functions χ ∈W k+1,p(K)

(4.13) |χ− IK χ|W m,q(K) ≤C meas(K)1/q−1/p hk+1
K
ρm

K
|χ|W k+1,p(K) .

Proof. We re-scale (4.1) using Lem. 4.12 and the estimates from (4.9):

|χ− IK χ|W m,q(K) ≤ c

(
sup
x̂∈K̂
|det∇FK(x̂)|

)1/q m

∑
r=0

∥∥A−1
K

∥∥r |χ̂− IK̂ χ̂|W r,q(K̂)

≤ c

(
sup
x̂∈K̂
|det∇FK(x̂)|

)1/q m

∑
r=0

∥∥A−1
K

∥∥r |χ̂|W k+1,p(K̂)

≤ c

(
sup
x̂∈K̂
|det∇FK(x̂)|

)1/q−1/p m

∑
r=0

∥∥A−1
K

∥∥r ‖AK‖k+1 |χ|W k+1,p(K)

≤ cmeas(K)1/q−1/p hk+1
K
ρm

K
‖χ‖W k+1,p(K) .

The last line holds if ρK < 1 (note that ρK ≥ hK so this statement is true for hK small
enough). �

4.3. Triangulated bulk domain and spaces. Next, we bring together a finite family of
bulk finite elements in order to create a bulk finite element space.

Definition 4.14. (a) A triangulated (bulk) domain is a set Ωh equipped with an admis-
sible subdivision Th consisting of bulk finite element domains such that

⋃
K∈Th

K =

Ωh, K̊1∩ K̊2 = /0 for K1,K2 ∈Th with K1 6= K2.
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(b) The maximum subdivision diameter h is defined by:

(4.14) h := max
K∈Th

hK .

(c) Let Ωh be a discrete bulk domain equipped with an admissible subdivision Th such
that each set K ∈ Th is an element domain for a bulk finite element (K,PK ,ΣK)
parametrised over the same polygonal reference finite element (K̂, P̂, Σ̂). We say
that E ⊂ K is a facet if E is the image of a boundary facet of K̂.

(d) We say that Th is a conforming subdivision of Ωh if any facet of an element domain
K is either a facet of another element domain K′ ∈ Th, in which case we say K
and K′ are adjacent, or a portion of the boundary ∂Ωh.

(e) For a conforming subdivision, we denote by Fh the set of facets between adjacent
elements and by ∂Th the set of boundary facets. For a internal facet F ∈ Fh
between adjacent elements K,K′ ∈Th, we make a choice of the two elements and
denote by ν

+
F the outward normal to K and by ν

−
F the outward normal to K′. The

particular choice will not affect our calculations.

Remark 4.15. (a) We recall that our elements domains (Def. 4.1(a)) are closed so that
Ωh is also a closed set.

(b) When putting together bulk finite elements in order to form a discrete domain Ωh,
we will be generally thinking of the case that only elements with more than one
vertex on the boundary are curved (DK 6= 0). See Sec. 8 for more details. We allow
for the more general case here.

Definition 4.16 (Broken Sobolev spaces and norms). Let Th be a subdivision of Ωh con-
sisting of Θ-bulk finite elements. Then for 0≤m≤Θ+1, p ∈ [1,∞], we define the broken
Sobolev space W m,p(Th) by

(4.15) W m,p(Th) :=
{

ηh ∈ L1(Ωh) : ηh|K ∈W m,p(K) for all K ∈Th
}
,

with norm

(4.16) ‖ηh‖W m,p(Th)
:=


(

∑
K∈Th

‖ηh‖p
W m,p(K)

)1/p

p < ∞

max
K∈Th

‖ηh‖W m,∞(K) p = ∞.

Remark 4.17. This space is often used in the context of discontinuous Galerkin finite ele-
ment methods. See, for example, Arnold, Brezzi, Cockburn and Marini (2002).

Lemma 4.18. The space W m,p(Th) is complete.

Proof. Consider a Cauchy sequence {η j} ∈W m,p(Th). This implies

• η j is Cauchy in Lp(Ωh) so there exists ξ such that η j→ ξ in Lp(Ωh).
• η j|K is Cauchy for all K so there exists ξK such that η j|K → ξK in W m,p(K).

It is clear from the triangle inequality that ξ |K = ξK :

‖ξ |K−ξK‖W m,p(K) ≤
∥∥ξ |K−η j|K

∥∥
Lm,p(K)

+
∥∥η j|K−ξK

∥∥
W m,p(K)

,

since the right hand-side converges to 0 as j→∞. Hence, we have shown that η j converges
to a function ξ ∈W m,p(Th) in the W m,p(Th) norm. �
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Let Ωh be a triangulated domain with conforming subdivision Th. For K ∈ Th, we
denote the trace of a function η ∈W 1,p(K) by TKη ∈ Lp(∂K) and recall that there exists a
constant cTK > 0 such that

(4.17) ‖TKη‖Lp(∂K) ≤ cTK ‖η‖W 1,p(K) for all η ∈W 1,p(K).

We define the space W 1,p
T (Th) by

(4.18) W 1,p
T (Th) :=

{
ηh ∈ Lp(Γh) : ηh|K ∈W 1,p(K) for all K ∈Th, and

TK(ηh|K) = TK′(ηh|K′) a.e. in K∩K′ for adjacent K,K′ ∈Th

}
.

We equip this space with the broken norm ‖·‖W 1,p(Th)
.

Lemma 4.19. The space W 1,p
T (Th) is a closed subspace of W 1,p(Th) so is complete.

Proof. Take a sequence {η j} which converges to ηh ∈W 1,p(Th). Then for any pair of
adjacent elements K,K′ ∈Th we have

‖ηh|K−ηh|K′‖Lp(K∩K′) ≤
∥∥ηh−η j

∥∥
Lp(∂K)

+
∥∥ηh−η j

∥∥
Lp(∂K′)

≤ cTK

∥∥ηh−η j
∥∥

W 1,p(K)
+ cTK′

∥∥ηh−η j
∥∥

W 1,p(K′) ≤ (cTK + cTK′ )
∥∥ηh−η j

∥∥
W 1,p(Th)

.

Clearly the right hand side converges to 0 as j → ∞ so we have the traces of ηh from
adjacent elements coincide and ηh ∈W 1,p(Th). �

We will use the notation for H1
T (Th) :=W 1,2

T (Th) which is a Hilbert space when equipped
with the obvious broken inner product.

Lemma 4.20. Let Th be a conforming subdivision of Ωh then W 1,p
T (Th) =W 1,p(Ωh).

Proof. First, let ηh ∈W 1,p
T (Th). Then we have that ηh ∈ Lp(Ωh) and it is left to show

that ηh has a weak derivative in Lp(Ωh). We have a candidate ξ given element-wise by
ξ |K = ∇(ηh|K). It is clear that ξ ∈ Lp(Ωh) and for ϕ ∈ C1

c (Ωh) and i = 1, . . . ,n+ 1, we
have ∫

Ωh

ηh∂iϕ = ∑
K∈Th

∫
K

ηh∂iϕ

= ∑
K∈Th

(
−
∫

K
ξiϕ +

∫
∂K

ηhϕν
K
i

)
=−

∫
Ωh

ξiϕ + ∑
K∈Th

∫
∂K

ηhϕν
K
i .

We note that we can write

∑
K∈Th

∫
∂K

ηhϕν
K
i = ∑

F∈Fh

∫
F

ηhϕ(ν+
F +ν

−
F )i + ∑

F∈∂Th

∫
F

ηhϕνF = 0,

where Fh is the set of facets between adjacent elements in Th, since the traces of ηh|K
and ηh|K′ to K ∩K′ coincide for any adjacent pair K,K′. We note that the sum over edges
is zero since the normals from adjacent elements are equal and opposite in a conforming
triangulation and the integral over boundary facets is zero since ϕ ∈C1

c (Ωh) is zero here.
Thus, we see that ξ is the weak derivative of ηh.

Second, let ηh ∈W 1,p(Ωh) then it is clear that ηh ∈ Lp(Ωh), ηh|K ∈W 1,p(K) and by the
trace theorem η has common trace between adjacent elements. �
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Remark 4.21. The proof is based on ideas from Ciarlet (1978, Thm. 2.1.1) which showed
that appropriate finite element spaces defined in that work are contained in H1(Ωh) (in our
notation).

Bulk finite element space. We restrict to Lagrangian finite elements over a polygonal
reference finite element. More precisely, we assume that the degrees of freedom for each
element (K,P,Σ) are given by

Σ = {χ 7→ χ(a) : a ∈NK},

where NK is a finite set of nodes in K. We call NK the set of Lagrange nodes of K.
The set of degrees of freedom of adjacent bulk finite elements will be related as follows.

Let (K,P,Σ) and (K′,P′,Σ′) be two bulk finite elements such that K and K′ are adjacent
with Σ = {χ 7→ χ(a),a ∈NK} and Σ′ = {χ 7→ χ(a′),a′ ∈NK′}. Then, we have

(4.19)

( ⋃
a∈NK

a

)
∩K′ =

 ⋃
a′∈NK′

a′

∩K.

We denote the global set of Lagrange nodes by

(4.20) Nh =
⋃

K∈Th

NK .

For each a∈Nh, let T (a)⊂Th be the local neighbourhood of elements for which a∈NK .

Definition 4.22 (Bulk finite element space). (a) Let Ωh be a discrete bulk domain equipped
with a conforming subdivision Th with each domain K equipped with a bulk finite
element (K,PK ,ΣK) (Def. 4.4) which satisfy (4.19). A bulk finite element space is
a (generally proper) subset of the product space ∏K∈Th

PK given by

Sh :=
{

χh = (χK)K∈Th ∈ ∏
K∈Th

PK :

χK(a) = χK′(a), for all K,K′ ∈T (a), for all a ∈Nh

}
.

(b) The bulk finite element space is determined by the global degrees of freedom

Σh = {χh 7→ χh(a) : a ∈Nh} .

In this definition, an element χh ∈ Sh is not, in general a “function” defined over Ω̄h,
since we do not necessarily have a good definition of χh over element boundaries: The
“function” may be double-valued.

If it happens, however, that for each element χh ∈ Sh, the restrictions χK and χK′ coin-
cide along the common face of any adjacent elements K and K′, then the function χh can
be identified with a function defined over the set Γ̄h. In this case, we call the elements
χh ∈ Sh bulk finite element functions. Examples of bulk finite element functions are shown
in Fig. 4.2.

We enumerate the nodes so that Nh = {ai}N
i=1 and take {χi}N

i=1 to be the basis of Sh
dual to Σh. Since, we have a finite basis of Sh we note that we can identify any χh ∈ Sh
with a vector γ ∈ RN so that

χh(x) =
N

∑
i=1

γiχi(x) for x ∈Ωh.
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FIGURE 4.2. Examples of finite element functions. Left shows a piece-
wise linear function over a collection of standard finite elements (c.f.
Ex. 4.7(a)), centre and right shows a piecewise quadratic and cubic
function over a collection of isoparametric (quadratic, respectively cu-
bic) finite elements (c.f. Ex. 4.7(b)). The functions shown are in-
terpolations into the appropriate finite element spaces of the function
x 7→ |x|cos(4arctan(x2/x1)). The distribution of Lagrange points is
shown in blue

Lemma 4.23. Let Sh be a bulk finite element space consisting of bulk finite elements over a
conforming subdivision Th of Ωh. Assume further that for each K ∈Th, the corresponding
reference finite element is a Lagrange element of order k ≥ 1 (Ex. 4.2). Then we can
identify elements of Sh as functions in C(Ωh). Furthermore Sh is a closed subspace in
H1

T (Th).

Proof. Consider two adjacent elements K,K′ ∈ Th and χh ∈ Sh. The functions χK ◦FK
and χK′ ◦FK′ when restricted to the appropriate edges in K̂ are polynomials of degree k
which agree at the Lagrange points on this edge from (6.20) and the definition of Sh. The
Lagrange points in the reference element determine polynomials of degree k so we have
that χK = χK′ on K ∩K′. Since Th is a conforming subdivision we can define a global
function χh : Ω̄h→ R such that χh|K = χK for each K ∈ Th which is globally continuous.
Indeed χh restricted to each element is continuous, as the composition of a polynomial
(element of P̂ = Pk(K̂)) and a smooth surface finite element reference map FK , and is
single valued on the facets where any two elements meet.

In fact the restriction χh|K to each element K ∈Th is a C1-function hence χh|K ∈H1(K)
so it is clear that Sh ⊂ H1

T (Th). The space Sh is closed since it is finite dimensional. �

Remark 4.24. The proof is based on ideas from Ciarlet (1978, Thm. 2.2.3) which show that
appropriate finite element spaces defined in that work are contained in C0(Ω̄h)∩H1(Ωh)
(in our notation).

The approximation property of the finite element space will be defined through an in-
terpolation operator:

Definition 4.25 (Interpolation). If η is a function on Ωh for which all σi(η), 1 ≤ i ≤ N,
is well defined (in case of Lagrangian finite elements, η ∈ C(Ωh) suffices), then we can
define a global interpolant Ihη by

Ihη :=
N

∑
i=1

σi(η)χi.
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Note that our construction implies that

(Ihη)|K = IKη |K for all K ∈Th,

and Ihχh = χh for all χh ∈ Sh.

In order to prove estimates on the global interpolant, we will first define three further
properties of our subdivision Th.

Definition 4.26 (Regular and quasi-uniform subdivisions). For h∈ (0,h0), let Ωh be a trian-
gulated bulk domain (Def. 4.14(a)) equipped with a conforming subdivision Th (Def. 4.14(d)).

(a) [Def. 3.1, Bernardi 1989] The family is said to be non-degenerate or regular if
there exists ρreg > 0 such that for all K ∈Th and all h ∈ (0,h0),

ρK ≥ ρreghK ,

and there exists a constant C > 0 such that

sup
h∈(0,h0)

max
K∈Th

CK ≤C < 1.

(b) [Def. 3.2, Bernardi 1989] The family is said to be Θ-regular if it is regular, if for
all h ∈ (0,h0) and all K ∈Th, FK ∈CΘ+1(K;Rn+1), and if, there exists a constant
C > 0 such that

sup
h∈(0,h0)

max
K∈Th

Cm(K)≤C <+∞ for 2≤ m≤Θ+1.

(c) A regular family is said to be quasi-uniform if there exists ρ > 0 such that

min{ρK : K ∈Th} ≥ ρh for all h ∈ (0,h0).

Remark 4.27. We note that:
• for a regular subdivision there exists a constant c > 0 depending on the global

quantities ρ̂, ĥ and ρreg

‖AK‖ ≤ chK ≤ ch and
∥∥A−1

K

∥∥≤ ch−1
K ,

• for a quasi-uniform subdivision there exists a constant c > 0 depending on the
global quantities ρ̂, ĥ and ρ

‖AK‖ ≤ ch and
∥∥A−1

K

∥∥≤ ch−1.

Theorem 4.28 (Global interpolation estimates, c.f. Cor. 4.1, Bernardi 1989). For h ∈
(0,h0), let Ωh be a triangulated bulk domain (Def. 4.14(a)) equipped with a Θ-regular
(Def. 4.26(b)), quasi-uniform (Def. 4.26(c)), conforming (Def. 4.14(d)) subdivision Th. Let
each K ∈Th be equipped with a Θ-bulk finite element (K,PK ,ΣK) (Def. 6.4) parametrised
over a reference finite element (K̂, P̂, Σ̂) which satisfies the assumptions of Lem. 4.3 for
some 0 < k,m ≤ Θ, p,q ∈ [1,∞]. Then there exists a constant C =C(K̂, P̂, Σ̂,ρ) such that
for all functions η ∈W k+1,p(Th)∩C0(Ωh),

(4.21) ‖η− Ihη‖W m,q(Th)
≤Chk+1−m ‖η‖W k+1,p(Th)

.

Proof. The proof follows by piecing together Thm. 4.13 using the fact that Th is quasi-
uniform. �

Remark 4.29. The approximation property shown in (Bernardi, 1989, Cor. 4.1) is a result
for an L2 projection for a more general class of finite element spaces.
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4.4. Evolving bulk finite elements. Let t ∈ [0,T ] denote time. We consider families of
bulk finite elements, spaces and triangulated domains parametrised by t.

Definition 4.30 (Evolving bulk finite element). (a) Let (K(t),P(t),Σ(t))t∈[0,T ] be a time
dependent family of bulk finite elements (Def. 4.4) parametrised over a common
reference element (K̂, P̂, Σ̂). If the constant CK = supt CK(t) is uniformly bounded
away from 1,

CK := max
t∈[0,T ]

sup
x̂∈K̂

∥∥∇DK(x̂, t)A−1
K (t)

∥∥< c < 1,

we say that (K(t),P(t),Σ(t))t∈[0,T ] is an evolving bulk finite element.
(b) Let ΦK

(·) ∈C2([0,T ],C1(K0)) where K0 :=K(0). We say that if ΦK
t : K0 :=K(0)→

K(t) is such that

(4.22) FK(t)(x̂) = Φ
K
t (FK0(x̂)) for x̂ ∈ K̂

then ΦK
t is the flow defining the evolution of the element domain and that FK(t) is

the evolving bulk element reference map.
(c) The element velocity WK of K(t) is defined by

WK(Φ
K
t (x), t) =

d
dt

Φ
K
t (x) for x ∈ K0, t ∈ [0,T ].

(d) If each (K(t),P(t),Σ(t)) is a Θ-bulk finite element for each t ∈ [0,T ] and the con-
stants Cm(K(t)) are uniformly bounded:

sup
t∈[0,T ]

Cm(K(t))≤ c < ∞ for 2≤ m≤Θ+1

then we say that (K(t),P(t),Σ(t))t∈[0,T ] is an evolving Θ-bulk finite element and
FK(t) is an evolving Θ-bulk element reference map.

(e) We say that an evolving bulk finite element is temporally quasi-uniform, if there
exists ρK > 0 such that

inf{ρK(t) : t ∈ [0,T ]} ≥ ρK sup{hK(t) : t ∈ [0,T ]}.

(f) The family of element push forward maps denoted by φ K
t (χ) : K(t) → R for

χ : K0 → R, indexed by t ∈ [0,T ], is defined to be the linear bijections defined
by:

φ
K
t (χ)(x) = χ(ΦK

−t(x)) for x ∈ K(t).

Lemma 4.31. Let FK(t) : K̂→K(t), for t ∈ [0,T ] be an evolving Θ-bulk finite element refer-
ence map (Def. 4.30(d)) for a temporally quasi-uniform element domain K(t) (Def. 4.30(e))
and φ K

t the family of element push forward maps (Def. 4.30(f)). Then there exists constants
c1,c2 > 0, which depend only on the reference element (K̂, P̂, Σ̂) and the constants CK and
ρK , such that for all t ∈ [0,T ], χ ∈W m,p(K0) if and only if φ K

t χ ∈W m,p(K(t)) and

c1 ‖χ‖W m,p(K0)
≤
∥∥φ

K
t χ
∥∥

W m,p(K(t)) ≤ c2 ‖χ‖W m,p(K0)
for all χ ∈W m,p(K0).(4.23)

Proof. From Lem. 4.12 and (4.9), we have

|χ|W m,p(K0)
≤ c
(

meas(K(t))
meas(K0)

)1/p∥∥φ
K
t χ
∥∥

W m,p(K(t))

m

∑
r=1

(
hK(t)

ρK0

)r
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and ∣∣φ K
t χ
∣∣
W m,p(K(t)) ≤ c

(
meas(K0)

meas(K(t))

)1/p

‖χ‖W m,p(K0)

m

∑
r=1

(
hK0

ρK(t)

)r

.

It can be easily seen that for a quasi-uniform evolving surface finite element that these
constants only depend on allowed quantities. �

This result implies that (W m,p(K(t)),φ K
t |W m,p(K0))t∈[0,T ] is a compatible pair (Def. 2.2).

Furthermore (P(t),φ K
t |P(0))t∈[0,T ], equipped with the W m,p(K(t)) norm is also a compatible

pair since P(t) is a closed subspace of W m,p(K(t)) (Rem. 2.3 and 4.6).

4.5. Evolving bulk triangulations and spaces. We now derive definitions of an evolving
bulk finite element space which is part of a compatible pair (in the sense of Sec. 2, Def. 2.2).
For each h∈ (0,h0), we are given a family of discrete bulk domains {Ωh(t)}t∈[0,T ] and each
equipped with a bulk finite element space {Sh(t)}t∈[0,T ]. Furthermore, we are interested in
under what assumptions does the compatibility hold independently of the element diameter
h.

Definition 4.32 (Evolving bulk domain). For t ∈ [0,T ], let Ωh(t) be a family of trian-
gulated bulk domains (Def. 4.14(a)) each equipped with a conforming subdivision Th(t)
(Def. 4.14(d)) such that each element domain K(t) ∈ Th(t) is equipped with an element
flow map ΦK

(·) ∈C2([0,T ];C1(K0)) (Def. 4.30(b)).

(a) We call {Th(t)}t∈[0,T ] an evolving conforming subdivision if for each element
K(0) ∈ Th(0) and each facet E(0) of K(0) either E(0) is a facet of another el-
ement K′(0) ∈ Th(0), in which case E(t) is a common facet between K(t) and
K′(t) for all t ∈ [0,T ] or E(0) is a portion of the boundary ∂Ω(0), in which case
E(t) is a portion of the boundary ∂Ω(t) for all t ∈ [0,T ].

(b) An evolving triangulated (bulk) domain is defined to be a family of triangulated
bulk domains {Ωh(t)}t∈[0,T ] equipped with an evolving conforming subdivision.
In this case, we define the mesh parameter h to be

(4.24) h := sup
t∈[0,T ]

max
K(t)∈Th(t)

hK(t).

(c) We define a global discrete flow Φh
(·)(·) : [0,T ]×Ωh,0→ Rn+1 element-wise by

Φ
h
t |K0 := Φ

K
t for K0 ∈Th(0).

Our assumptions imply that Φh
t is piecewise smooth and Φh

t : Ωh,0→Ωh(t).
(d) We define a global discrete velocity Wh given by

Wh|K(t) =WK .

(e) The family of linear bijections induced by the flow Φh
t and called the global push

forward map is denoted by φ h
t (ηh) : Ωh(t)→ R for ηh : Ωh,0→ R and defined by

(φ h
t ηh)|K(t) := φ

K
t (ηh|K0) for all K(t) ∈Th(t).

In order to bring together a collection of elements, we again restrict to Lagrangian finite
elements over a polygonal reference finite element. We note that our construction implies
that for each element K(t) each node a(t) ∈ NK(t) is the trajectory of a point a0 ∈ NK(0)

under the flow ΦK
t - that is a(t) = ΦK

t (a0).
We make the following extra requirement on how adjacent elements will be related. For

each t ∈ [0,T ], we denote by Nh(t) the global set of Lagrange nodes of Ωh(t) (4.20) and



FINITE ELEMENT ANALYSIS FOR PDE IN EVOLVING DOMAINS 41

for any a ∈ Nh(t), T (a) is the set of elements K(t) such that a is a node of K(t). We
make the restriction that the global flow is single-valued at each Lagrange point: for all
a0 ∈Nh(0) we have

(4.25) Φ
K
t (a0) = Φ

K′
t (a0) for all K,K′ ∈T (a0).

Remark 4.33. We note that our construction does not imply that the global flow map is
indeed a function: Its restrictions to a facet from adjacent elements may not coincide. The
assumption (4.25) imposes that the global flow map should coincide at Lagrange points
along element boundaries.

Definition 4.34 (Evolving bulk finite element space). (a) Let {Ωh(t)}t∈[0,T ] be an evolv-
ing triangulated bulk domain (Def. 4.32(b)) equipped with an evolving conforming
subdivision {Th(t)}t∈[0,T ] (Def. 4.32(a)). For t ∈ [0,T ], let Sh(t) be a bulk finite
element space (Def. 4.22(a)) over Ωh(t). If each K(t) ∈Th(t) is equipped with an
evolving bulk finite element (K(t),P(t),Σ(t))t∈[0,T ] (Def. 4.30(a)) which together
satisfy (4.25) then we say {Sh(t)}t∈[0,T ] is an evolving bulk finite element space.

(b) For each t ∈ [0,T ], we will write Σh(t) for the set of global nodal variables (Def. 4.22(b)).
We will use the convention that

Σh(t) = {χh 7→ χh(ai(t)) : 1≤ i≤ N},

where ai(t) is the trajectory of a Lagrange point under the global flow Φh
t . We

will denote by {χi(·, t) : 1 ≤ i ≤ N} the global basis of finite element functions
such that χi(a j(t), t) = δi j for t ∈ [0,T ] and all i, j = 1, . . . ,N. This implies that
χi(·, t) = φ h

t (χi(·,0)).

Definition 4.35 (Uniformly regular and uniformly quasi-uniform evolving subdivisions).
For h∈ (0,h0), let {Th(t)}t∈[0,T ] be a family of evolving conforming subdivisions (Def. 4.32(a)).

(a) We say that the family is uniformly regular if there exists ρ > 0 such that for all
h ∈ (0,h0) and all times t ∈ [0,T ], we have

ρK(t) ≥ ρhK(t) for all K(t) ∈Th(t),

and there exists C > 0 such that

sup
h∈(0,h0)

sup
t∈[0,T ]

max
K(t)∈Th(t)

CK(t) ≤C < 1.

(b) We say that the family is uniformly Θ-regular if it is uniformly regular, if for each
time t ∈ [0,T ], the family {Th(t)}h∈(0,h0) is Θ-regular and if there exists a constant
such that

sup
h∈(0,h0)

sup
t∈(0,T )

max
K(t)∈Th(t)

Cm(K(t))≤C ≤+∞ for 2≤ m≤Θ+1.

(c) We say that the family is uniformly quasi-uniform if there exists ρ > 0 such that
for all h ∈ (0,h0) and all times t ∈ [0,T ], we have

min{ρK(t) : K(t) ∈Th(t)} ≥ ρh.

Note that a uniformly quasi-uniform subdivision consists of element domains for tem-
porally quasi-uniform evolving bulk finite elements.

Lemma 4.36. For h ∈ (0,h0), let {Th(t)}t∈[0,T ] be a uniformly Θ-regular (Def. 4.35(b)),
uniformly quasi-uniform (Def. 4.35(c)), evolving, conforming subdivision (Def. 4.32(a))
and let φ h

t be the global push-forward map (Def. 4.32(e)). Let 0 ≤ k ≤ Θ+ 1, p ∈ [0,∞].
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Then, ηh ∈W m,p(Th(0)) if and only if φ h
t ηh ∈W m,p(Th(t)) for all t ∈ [0,T ]. Furthermore,

there exists c1,c2 > 0 independent of h ∈ (0,h0) and t ∈ [0,T ] such that for all η`
h ∈ Sh(t)

c1 ‖ηh‖W m,p(Th(0)) ≤
∥∥∥φ

h
t ηh

∥∥∥
W m,p(Th(t))

≤ c2 ‖ηh‖W m,p(Th(0)) .(4.26)

Proof. We simply sum the element-wise result from Lem. 4.31. The constants are inde-
pendent of hK and ρK due to the uniform quasi-uniformity of {Th(t)}. �

Remark 4.37. In particular, the pair (W m,p(Ωh(t)),φ h
t |W m,p(Ωh,0))t∈[0,T ] is compatible with

respect to the broken Sobolev norm ‖·‖W m,p(Th(t)) (Def. 4.16). Furthermore, the pairs

(Sh(t),φ h
t |Sh,0)t∈[0,T ], equipped with the W m,p(Th(t)) norm, and (W 1,p

T (Th(t)),φ h
t |W 1,p

T (Th,0)
)t∈[0,T ]

are also both compatible (Rem. 2.3 and Lem. 4.19 and 4.23). Note that this result implies
that the spaces L2

Sh
and C1

Sh
are well defined when equipped with the appropriate norms

(c.f. (2.1) and (2.2)).

5. LIFTED BULK FINITE ELEMENT SPACES

This section sets out a procedure for relating functions on the discrete bulk domain Ωh
to the smooth domain Ω via the construction of S`h(t) from the space Sh(t) defined in the
previous section. We start by defining a lifted bulk finite element (K`,P`,Σ`) in Ω using a
mapping ΛK : K→ K` ⊂Ω. This process is called lifting. In the following we will provide
the appropriate assumptions on ΛK to allow us to relate structures on Ωh to their lifted
counterparts on Ω.

5.1. Lifted bulk finite element. Consider a single bulk finite element (K,P,Σ) (Def. 4.4),
with element reference map FK : K̂→K, where the element domain approximates a portion
of a domain Ω with smooth boundary in Rn+1. Let ΛK : K → Ω be a C1-map which is a
diffeomorphism onto its image. We define K` := ΛK(K) ⊂ Ω. For a function χ : K→ R,
we call χ` : K`→ R the lift of χ which is given by

χ
`(ΛK(x)) = χ(x) for x ∈ K.

We assume that we can decompose ΛK into

ΛK(x) = AΛx+bΛ + Λ̃K(x) for x ∈ K,

where AΛ is an invertible (n+1)× (n+1) matrix, bΛ ∈ Rn+1 and Λ̃K ∈C1(K,Rn+1). We
will assume that Λ̃K does not affect the affine part of the parametrisation: Λ̃K(a) = 0 for
each vertex a ∈ K.

Definition 5.1 (Lifted bulk finite element). We call the triple (K`,P`,Σ`) defined by

K` := ΛK(K)⊂Ω

P` := {χ`(ΛK(·)) := χ(·) : χ ∈ P}

Σ
` := {σ ` := χ

` 7→ σ(χ) : σ ∈ Σ},

the lift of (K,P,Σ) and ΛK the lifting map. If (K`,P`,Σ`) forms a bulk finite element
over (K̂, P̂, Σ̂) then we say that (K`,P`,Σ`) is the lifted bulk finite element associated with
(K,P,Σ). In this case, we call FK`(·) := ΛK(FK(·)) the lifted bulk finite element reference
map.

The next two results show under what assumptions on ΛK is (K`,P`,Σ`) a bulk finite
element (Def. 4.4) or a Θ-bulk finite element (Def. 4.5).
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Lemma 5.2. If ΛK satisfies that

(5.1) sup
x∈K

∥∥∥∇KΛ̃(x)
∥∥∥≤ ∥∥A−1

Λ

∥∥−1−CK ‖AΛ‖
1+CK

,

then (K`,P`,Σ`) is a bulk finite element. Furthermore, for p ∈ [1,∞], we have that there
exists c1,c2 > 0 such that

c1 ‖χ‖Lp(K) ≤
∥∥∥χ

`
∥∥∥

Lp(K`)
≤ c2 ‖χ‖Lp(K) for all χ ∈ Lp(K)(5.2a)

c1 ‖χ‖W 1,p(K) ≤
∥∥∥χ

`
∥∥∥

W 1,p(K`)
≤ c2 ‖χ‖W 1,p(K) for all χ ∈W 1,p(K),(5.2b)

where the constants c1,c2 depend on CK ,
∥∥A−1

Λ

∥∥ and the ratio hK/ρK .

Proof. To show that (K`,P`,Σ`) is a bulk finite element (Def. 4.4), the conditions on the el-
ement reference map FK`(x̂) = ΛK(FK(x̂)) are clear and we are left to check the curvedness
condition (4.2). Using the expansion of ΛK , we see

AK` = AΛAK , A−1
K` = A−1

K A−1
Λ
, bK` = AΛbK +bΛ

and DK`(x̂) = AΛDK(x̂)+ Λ̃K(FK(x̂)).

So that

∇DK`(x̂)A−1
K` = AΛ∇DK(x̂)A−1

K A−1
Λ

+∇KΛ̃K(FK(x̂))(Id+∇DK(x̂)A−1
K )A−1

Λ
.

Applying the curvedness condition for K we see∥∥∥∇DK`(x̂)A−1
K`

∥∥∥≤CK ‖AΛ‖
∥∥A−1

Λ

∥∥+(1+CK)
∥∥∥∇KΛ̃K(FK(x̂))

∥∥∥∥∥A−1
Λ

∥∥ .
The curvedness condition is shown by applying (5.1).

To show (5.2a) the result is clear for p = ∞. For p < ∞, we will apply Lem. 6.12. Then
we see

c
(

meas(K)

meas(K`)

)1/p

‖χ‖Lp(K) ≤
∥∥∥χ

`
∥∥∥

Lp(K`)
≤ c
(

meas(K`)

meas(K)

)1/p

‖χ‖Lp(K) ,

where c depends on CK and the bound (5.1). For the W 1,p bound (5.2b), we note that

‖AK‖=
∥∥A−1

Λ
AΛAK

∥∥≤ ∥∥A−1
Λ

∥∥‖AΛAK‖=
∥∥A−1

Λ

∥∥‖AK`‖ ,

so that we infer

(5.3) ‖AK`‖ ≥
‖AK‖
‖A

Λ−1‖
.

Then applying Lem. 4.12 once more we see

c
(

meas(K)

meas(K`)

)1/p ∥∥A−1
Λ

∥∥
‖AK‖

∥∥A−1
K

∥∥ |χ|W 1,p(K) ≤
∥∥∥χ

`
∥∥∥

W 1,p(K`)

≤ c
(

meas(K`)

meas(K)

)1/p∥∥A−1
Λ

∥∥‖AK‖
∥∥A−1

K

∥∥ |χ|W 1,p(K) .

The final result is given by applying (4.9a) and (4.9b). �
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Lemma 5.3. If (K,P,Σ) is a Θ-bulk finite element and ΛK satisfies ΛK ∈ CΘ+1(K;Rn)
and ‖ΛK‖W Θ+1,∞(K) ≤ c, then (K`,P`,Σ`) is also a Θ-bulk finite element. Furthermore, for
0≤ m≤Θ+1 and p ∈ [1,∞], we have that there exists c1,c2 > 0 such that

c1 ‖χ‖W m,p(K) ≤
∥∥∥χ

`
∥∥∥

W m,p(K`)
≤ c2 ‖χ‖W m,p(K) for all χ ∈W m,p(K),

where the constants c1,c2 depend on C1(K), . . . ,Cm(K),
∥∥A−1

Λ

∥∥ and the ratio hK/ρK .

Proof. To see that (K`,P`,Σ`) is a Θ-bulk finite element (Def. 4.5), the first three condi-
tions are clear from the smoothness assumption on ΛK . We must show (4.4) holds: for
2≤ m≤Θ+1, there exists a constant Cm(K`) such that

‖∇mFK`(x̂)‖ ≤Cm(K`)‖AK`‖m .

Computing directly using (Bernardi, 1989, Eq. (2.9)), we have

∇
mFK`(x̂) =

m

∑
r=1

(∇r
ΛK)(FK(x̂))

(
∑

i∈E(m,r)
ci

m

∏
q=1

(∇qFK(x̂))iq

)
where ci are constants and

E(m,r) =
{

i ∈ Nm;
m

∑
q=1

iq = r and
m

∑
q=1

qiq = m
}
.

But applying the fact that (K,P,Σ) is a Θ-bulk finite element, the definition of E(m,r),
Lem. 4.12 and the smoothness assumption on ΛK , we see that

|∇mFK`(x̂)| ≤ c(C1(K), . . . ,Cm(K))
m

∑
r=1
|ΛK |W r,∞(K) ‖AK‖m .

Finally, applying (5.3), we have that

‖∇mFK`(x̂)‖ ≤ c‖ΛK‖W m,∞(K) ‖AK`‖m∥∥A−1
Λ

∥∥m
.

This shows that (K`,P`,Σ`) is a Θ-surface finite element.
To show the norm equivalence we again apply Lem. 4.12, recognising the geometric

progression, to see

c
(

meas(K)

meas(K`)

)
Am+1

1 −1
A1−1

‖χ‖W m,p(K) ≤
∥∥∥χ

`
∥∥∥

W m,p(K`)

≤ c
(

meas(K`)

meas(K)

)
Am+1

2 −1
A2−1

‖χ‖W m,p(K) ,

where
A1 = ‖AK‖

∥∥∥A†
K

∥∥∥‖AΛ‖ and A2 = ‖AK‖
∥∥∥A†

K

∥∥∥∥∥A−1
Λ

∥∥ .
The final result is given by applying (5.4c), (4.9a) and (4.9b). �

Remark 5.4. Considering the case that ΛK fixes the vertices of K then we can write ΛK as

ΛK(x) = x+ Λ̃(x) for x ∈ K.

That is that AΛ = Id and bΛ = 0. Then the assumptions of Lem. 5.2 can be replaced by

sup
x∈K

∥∥∥∇KΛ̃(x)
∥∥∥≤ 1−CK

1+CK
,

and the assumptions of Lem. 5.3 can be replaced by the assumption that ‖ΛK‖W Θ,∞(K) is
bounded.
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We can also use ΛK to define an inverse lift. Given an element domain K, lifted element
domain K` and lifting map ΛK . We know that ΛK is invertible onto its image, namely K`.
So for η : K`→ R, we denote its inverse lift by η−` : K→ R defined by

η
−`(x) := η(ΛK(x)) for x ∈ K.

Lemma 5.5. If the assumptions of Lem. 5.2 and 5.3 hold then, for 0≤m≤Θ and p∈ [1,∞],
we have that there exists c1,c2 > 0 such that for all η ∈C(K`)∩W m,p(K`), we have

c1

∥∥∥η
−`
∥∥∥

W m,p(K)
≤ ‖η‖W m,p(K`) ≤ c2

∥∥∥η
−`
∥∥∥

W m,p(K)
.

Proof. The same proof can be applied to the case of the inverse lift as well as the lift. �

We next relate the geometry of the base and lifted element domains.

Lemma 5.6. Using the decomposition of ΛK , we have∥∥A−1
Λ

∥∥−1
hK ≤ hK` ≤ ‖AΛ‖hK(5.4a) ∥∥A−1

Λ

∥∥−1
ρK ≤ ρK` ≤ ‖AΛ‖ρK(5.4b)

c1

(
ρK

hK

)n+1∥∥A−1
Λ

∥∥−n+1
meas(K)≤meas(K`)≤ c2

(
hK

ρK

)n+1∥∥A−1
Λ

∥∥−n+1
meas(K).

(5.4c)

Proof. For (5.4a), we show the second inequality. The first follows by the same reasoning
applied to the inverse of AΛ. Since K̃` is compact, there exists x`,y` ∈ K̃` such that

hK` =
∣∣∣y`− x`

∣∣∣ .
But since AΛ is invertible, there exists x,y ∈ K̃ such that

AΛx+bΛ = x` and AΛy+bΛ = y`.

Then, we can compute that

hK` =
∣∣∣x`− y`

∣∣∣= |AΛ(x− y)| ≤ ‖AΛ‖|x− y| ≤ ‖AΛ‖hK .

Similarly, for (5.4b), we only show the first inequality. For each ε > 0, there exists Bε a
ball in K̃ such that

ρK−diamBε ≤ ε.

Denote by xε and rε the centre and radius of Bε respectively. Consider the affine map
Ξε : Rn+1→ Rn+1 given by

Ξε(x) =
1∥∥A−1
Λ

∥∥ (x− xε)+bΛ +AΛxε .

It is clear that Ξε maps balls to balls and Bε is mapped to a ball centred at AΛxε +bΛ with
radius rε/

∥∥A−1
Λ

∥∥. We claim Ξε(Bε) is contained in K̃`. Indeed, take x` ∈ Ξε(Bε), then
there exists x ∈ Bε such that Ξε(x) = x`. Denote by

x′ = xε +
1∥∥A−1
Λ

∥∥A−1
Λ
(x− xε),

then ∣∣x′− xε

∣∣= 1∥∥A−1
Λ

∥∥ ∣∣A−1
Λ
(x− xε)

∣∣≤ |x− xε | ≤ rε ,
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so x′ ∈ Bε ⊂ K̃ and

AΛx′+bΛ =
1∥∥A−1
Λ

∥∥ (x− xε)+AΛxε +bΛ = x`,

so that x` ∈ K̃` = AΛK̃ +bK .
Therefore, we have found a ball Ξε(Bε)⊂ K̃` with radius rε/(

∥∥A−1
Λ

∥∥), thus we can infer
that

ρK` ≥
1
2

∥∥A−1
Λ

∥∥−1
diamBε ≥

∥∥A−1
Λ

∥∥−1
(ρK− ε).

Since the proof holds for all ε > 0, we see the desired result.
Given (5.4a) and (5.4b), the final result (5.4c) follows directly from Rem. 4.10. �

5.2. Lifted bulk triangulations and spaces. Let Ω be a smooth bulk domain and for h ∈
(0,h0) and let Ωh be a triangulated bulk domain (Def. 4.14(a)) equipped with a conforming
subdivision Th (Def. 4.14(d)) and a bulk finite element space Sh (Def. 4.22(a)). Let each
K ∈Th be associated with a lifted finite element K` with lifted map ΛK .

Definition 5.7. (a) We denote by T `
h the set of all lifted element domains

T `
h := {K` : K ∈Th}.

If the global map Λh is single valued and T `
h forms a conforming subdivision of

Ω̄, we say that T `
h is an exact subdivision of the domain Ω.

(b) We define a global lifting map Λh : Ωh→ Ω̄ by Λh|K = ΛK . We define the inverse
lift Λ

−1
h : Ω̄→Ωh in a similar element-wise fashion by Λ

−1
h |K` = Λ

−1
K .

(c) We denote by λh(ηh) : Ω̄→ R, for ηh : Ωh→ R, the global lift given by

λh(ηh)(Λh(x)) = ηh(x) for x ∈Ωh,

and by ςh(η) : Ωh→ R, for η : Ω̄→ R,, the global inverse lift given by

ςh(η)(x) = η(Λh(x)) for x ∈Ωh.

We will also use the notations η`
h = λh(ηh) and η−` = ςh(η).

(d) Let Sh be a bulk finite element space. If for each bulk finite element (K,P,Σ) there
is an associated lifted bulk finite element (K`,P`,Σ`), then, we define a lifted bulk
finite element space (c.f. (3.17)) by

S`h :=
{

χ
`
h : χh ∈ Sh

}
.

Proposition 5.8. Assume additionally that the family of triangulations {Th}h∈(0,h0) is reg-
ular (Def. 4.26(a)), ΛK satisfies the assumptions of Lem. 5.2 and there exists C1,C2 > 0
such that

(5.5) ‖AΛ‖ ≤C1 and
∥∥A−1

Λ

∥∥≤C2 for all K ∈Th for all h ∈ (0,h0),

for all K ∈ Th for all h ∈ (0,h0). Then {T `
h }h∈(0,h0) is regular and S`h is a bulk finite

element space and there exists constants c1,c2 > 0, which are independent of h ∈ (0,h0)
such that

(5.6)
c1 ‖ηh‖Lp(Th)

≤
∥∥∥η

`
h

∥∥∥
Lp(T `

h )
≤ c2 ‖ηh‖Lp(Th)

for all ηh ∈ Lp(Th)

c1 ‖ηh‖W 1,p(Th)
≤
∥∥∥η

`
h

∥∥∥
W 1,p(T `

h )
≤ c2 ‖ηh‖W 1,p(Th)

for all ηh ∈W 1,p(Th).
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Furthermore, if ΛK satisfies the assumptions of Lem. 5.3 for all K ∈Th and all h ∈ (0,h0),
then for 0≤ m≤Θ, there exists c1,c2 > 0 independent of h ∈ (0,h0) such that

(5.7) c1 ‖ηh‖W m,p(Th)
≤
∥∥∥η

`
h

∥∥∥
W m,p(T `

h )
≤ c2 ‖ηh‖W m,p(Th)

for all ηh ∈W m,p(Th).

Proof. The regularity of the family of triangulations {Th}h∈(0,h0) follows from (5.4a) and
(5.4b) from assumption (5.5).

The results follow by combining the previous results for each element in Th. We achieve
bounds independently of h ∈ (0,h0) since the regularity of the subdivisions implies that
hK/ρK is bounded independently of h ∈ (0,h0). �

We next define interpolation estimate which interpolates smooth functions over the con-
tinuous surface into the lifted surface finite element space. We denote by Ih an interpolation
operator Ih : C(Ω̄)→S`h defined by

(5.8) Ihη |K` := IK`η .

Theorem 5.9 (Global lifted interpolation theorem). For h∈ (0,h0), let {Th}h∈(0,h0) be a Θ-
regular (Def. 4.26(b)), quasi-uniform (Def. 4.26(c)) family of subdivisions of triangulated
bulk domains Ωh equipped with a bulk finite element space Sh (Def. 4.22(a)) consisting
of Θ-bulk finite elements (Def. 4.5) over a reference element which satisfies Lem. 4.3 for
some 0 < k,m≤ Θ, p,q ∈ [1,∞]. Let each element K ∈ Th be equipped with a lifting map
ΛK ∈CΘ+1(K) such that ‖ΛK‖W Θ+1,∞(K) ≤C and (5.5) and (5.1) hold each uniformly for
h ∈ (0,h0). Then {T `

h }h∈(0,h0) is a Θ-regular, quasi-uniform family of subdivisions of Ω

and S`h is a bulk finite element space consisting of Θ-bulk finite elements. Let η ∈C(Ω̄) be
a continuous function, then Ihη ∈ S`h is well defined. Furthermore, if the assumptions of
Thm. 4.13 hold for the reference element (K̂, P̂, Σ̂), there exists a constant C =C(K̂, P̂, Σ̂,ρ)
such that for all functions η ∈W k+1,p(T `

h )∩C(Ω̄),

(5.9) ‖η− Ihη‖W m,q(T `
h )
≤Chk+1−m ‖η‖W k+1,p(T `

h )
.

Proof. The result follows by combining previous lemmas in the appropriate way. We see
the lifted triangulation is quasi-uniform by applying the results in Lem. 5.6 and the as-
sumption (5.5). The interpolation result then follows by applying Thm. 4.28. �

Corollary 5.10. Let η ∈C(Ω̄), then the interpolant of η into Sh, denoted by Ĩhη , given by

(5.10) Ĩhη := (Ihη)−`.

Furthermore, there exists a constant C such that for all functions η ∈W k+1,p(T `
h )∩C(Ω̄),

and all h ∈ (0,h0), we have

(5.11)
∥∥∥η
−`− Ĩhη

∥∥∥
W m,q(Th)

≤Chk+1−m ‖η‖W k+1,p(T `
h )
.

Proof. We apply the inverse lift result to the estimates in the theorem. �

5.3. Evolving lifted bulk triangulations. For t ∈ [0,T ], let Ω(t) be a smoothly evolving
bulk domain with flow map Φt defined for the closure Ω̄(t): i.e. Φ(·) ∈C2([0,T ],C1(Ω̄(0))),
Φt(Ω(0)) = Ω(t) and Φt(∂Ω(0)) = ∂Ω(t). For h ∈ (0,h0), let Ωh(t) be an evolving
triangulated bulk domain (Def. 4.32(b)) with global discrete flow Φh

t (Def. 4.32(c)) and
equipped with an evolving conforming subdivision Th(t) (Def. 4.32(a)) and an evolving
bulk finite element space Sh(t) (Def. 4.34(a)). We assume that we are given a global lifting
map Λh(·, t) (Def. 5.7(b)) which gives an exact subdivision T `

h (t) of Ω(t) (Def. 5.7(a)).
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Definition 5.11 (Lifted discrete flow map, material velocity and pushed forward map).
(a) The lifted flow map Φ`

(·)(·) : [0,T ]× Ω̄0 → Rn+1 of the smooth bulk domain is
defined by

Φ
`
t (Λh(x, t)) = Λh(Φ

h
t (x), t) for x ∈ Ω̄0.

We note that Φ`
t : Ω̄0→ Ω̄(t).

(b) The lifted discrete material velocity wh on {Ω̄(t)}t∈[0,T ] is defined by

d
dt

Φ
`
t (·) = wh(Φ

`
t (·), t).

(c) The family of lifted push forward maps denoted by φ `
t (η) : Ω(t)→R, for η : Ω0→

R, indexed by t ∈ [0,T ], are the linear bijections defined by

φ
`
t (η)(x) = η(Φ`

−t(x)) for x ∈ Ω̄(t).

Remark 5.12. Note that in general Φ`
t is different to Φt , but each describes a different

parametrisation of the same evolving domain. Also w, the material velocity of Ω̄(t), and
wh define the same domain Ω̄(t) evolving from Ω̄(0), so have the same normal components
on the boundary ∂Ω(t).

Proposition 5.13. For h∈ (0,h0), let {Sh(t)}t∈[0,T ] be an evolving bulk finite element space
over a Θ-regular (Def. 4.26(b)), uniformly quasi-uniform (Def. 4.35(c)), evolving conform-
ing subdivision {Th(t)}t∈[0,T ] consisting of Θ-evolving bulk finite elements (Def. 4.30(d))
and φ h

t the global push-forward map (Def. 4.32(e)). For each t ∈ [0,T ] and each h∈ (0,h0),
let each element K(t) ∈ Th(t) be equipped with a lifting map ΛK(·, t) ∈CΘ+1(K(t)) such
that ‖ΛK(·, t)‖W Θ+1,∞(K) ≤ C and (5.5) and (5.1) hold each uniformly for h ∈ (0,h0) and
t ∈ [0,T ]. Then {S`h(t)}t∈[0,T ] is also an evolving bulk finite element space over a Θ-regular,
uniformly quasi-uniform, evolving conforming subdivision {T `

h (t)}t∈[0,T ] consisting of Θ-
evolving bulk finite elements. Furthermore, for 0 ≤ k ≤ Θ+ 1, p ∈ [0,∞], there exists
c1,c2 > 0 independent of h ∈ (0,h0) and t ∈ [0,T ] such that

c1 ‖η‖W k,p(T `
h (0))

≤
∥∥∥φ

`
t η

∥∥∥
W k,p(T `

h (t))
≤ c2 ‖η‖W k,p(T `

h (0))
for all η ∈W k,p(T `

h (0)).

(5.12)

In particular, the pair (W k,p(T `
h (t)),φ

`
t )t∈[0,T ] is compatible (Def. 2.2). Furthermore,

(Sh(t),φ `
t |Sh,0)t∈[0,T ], equipped with the norm ‖·‖W k,p(T `

h (t))
, and (W 1,p(Ω(t)),φ `

t |W 1,p(Ω0)
)t∈[0,T ]

are also compatible pairs (Rem. 2.3 and Lem. 4.19 and 4.23).

Proof. The properties of S`h(t) follow for the same reasoning as Prop. 5.8 since the con-
stants are bounded uniformly in time. The bounds (5.12) and the compatibility of
(W k,p(T `

h (t)),φ
`
h)t∈[0,T ] follow since the assumptions imply that (W k,p(Th(t)),φ h

t )t∈[0,T ]
are compatible and we can simply lift this result with uniform bounds. �

6. EVOLVING SURFACE FINITE ELEMENT SPACES

In this section, we will give precise definitions concerning the evolving surface finite
element spaces we use. The ideas follow in a similar manner to Sec. 4. The upshot will be
a notion of a discrete surface Γh(t) consisting of a union of elements and a finite element
space Sh(t) defined on this discrete domain. Our extensions from standard bulk finite
element theory, presented in Sec. 4, to surface finite elements build on the work of Nedelec
(1976), Dziuk (1988) and Heine (2005) for surfaces. The subscript h parametrises the
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constructions and will be related to the size of elements used in our computational domain.
Implicitly it is assumed that these structures exist for all h ∈ (0,h0) for some fixed value of
h0. See also Rem. 6.11.

6.1. Surface finite elements. We next define a surface finite element which takes its in-
spiration from the notion of curved finite elements studied by Ciarlet and Raviart (1972)
and Bernardi (1989). The key idea here is that a surface finite element is an n-dimensional
parametrised surface with boundary embedded in Rn+1. In the following for a matrix A,
we use A† to denote the pseudo-inverse. For any matrix A of full column rank the pseudo-
inverse is given by

A† = (AtA)−1At .

In this case A† is the left inverse of A: A†A = Id.

Definition 6.1 (Surface finite element and surface element reference map). Let (K̂, P̂, Σ̂) be
a reference finite element with K̂ ⊂ Rn.

(a) Let FK : K̂→ Rn+1 satisfy
(1) (a) FK ∈C1(K̂,Rn+1);

(b) rank∇FK = n;
(c) FK is a bijection onto its image;

(2) FK can be decomposed into an affine part, and smooth part

FK(x̂) = AK x̂+bK +DK(x̂)

such that AK has full column rank, DK ∈C1(K̂) and

(6.1) CK := sup
x̂∈K̂

∥∥∥∇DK(x̂)A
†
K

∥∥∥< 1,

where ‖·‖ denotes the two-norm in this context.
In this case, we call FK a surface element reference map.

(b) Let FK be a surface element reference map and (K,P,Σ) be the triple given by

K := FK(K̂) (the element domain)(6.2a)

P := {χ̂ ◦F−1
K : χ̂ ∈ P̂} (the shape functions)(6.2b)

Σ := {χ 7→ σ̂(χ ◦FK) : σ̂ ∈ Σ̂} (the nodal variables).(6.2c)

Under the above assumptions, we call (K,P,Σ) a surface finite element, and (K̂, P̂, Σ̂)
the associated reference finite element.

Remark 6.2. (a) We note that our assumptions imply that both AK and ∇FK(·) are full
column rank.

(b) The first three assumptions in the definition of surface finite element imply that K
is a parametrised surface and the fourth (6.1) that K is not too curved. The final
assumption allows the case that K̂ is a flat simplical domain and K is curved.

Remark 6.3. (a) We denote by νK the unit normal vector field to K. It is the unique
(up to sign) unit vector orthogonal to the x̂i partial derivatives of FK for i = 1, . . . ,n
and is given by

νK :=



(
∂FK
∂ x̂1

)⊥∣∣∣∣( ∂FK
∂ x̂1

)⊥∣∣∣∣ for n = 1

(
∂FK
∂ x̂1
∧...∧ ∂FK

∂ x̂n

)
∣∣∣( ∂FK

∂ x̂1
∧...∧ ∂FK

∂ x̂n

)∣∣∣ for n > 1.
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Here ∧ denotes the wedge product. The sign of the normal vector field is chosen
by fixing a permutation of the barycentric coordinates x̂1, . . . x̂n of the reference
element. By swapping any two elements, we reverse the sign of νK . For a simplex
reference element, the orientation can be fixed by ordering the labels of vertices
so that ai = FK(âi) where {âi} are the vertices of the reference element domain.

(b) We also define the outward pointing unit conormal µK on the boundary of the
element domain ∂K. This is the unique (up to sign) vector which is orthogonal to
the boundary ∂K and the normal νK .

(c) Our assumptions imply that ∇FK(x̂)† (or A†
K) is a left inverse but not a right inverse

of ∇FK(x̂) (respectively, AK). We can compute that

∇FK(x̂)∇FK(x̂)† = Id−νK(FK(x̂))⊗νK(FK(x̂)) =: PK(FK(x̂)),

where PK denotes projection onto the tangent plane to K. One way to interpret this
result is to note that PK is the identity operator when restricted to the tangent plane
so that in some sense ∇FK(x̂)† is a right inverse of ∇FK(x̂) when we restrict to the
tangent plane of K.

Definition 6.4 (Θ-surface finite element and Θ-surface element reference map). Let Θ ∈N
and FK a surface element reference map for a surface finite element (K,P,Σ).

(a) We say that FK is a Θ-surface finite element reference map if
(i) the surface element reference map FK ∈ CΘ+1(K̂;Rn+1) (i.e. K is a CΘ+1-

hypersurface);
(ii) for 1≤ m≤Θ+1, there exists constants Cm(K)> 0 such that

(6.3) sup
x̂∈K̂
|∇mFK(x̂)|‖AK‖−m ≤Cm(K).

(b) We say that (K,P,Σ) is a Θ-surface finite element if FK is a Θ-surface finite element
reference map and

(i) the space P contains the functions χ̂ ◦F−1
K for all χ̂ ∈ PΘ(K̂);

(ii) the space P is contained in CΘ+1(K).

Remark 6.5. (a) The Θ-surface finite element is a generalisation of a curved finite
element of order Θ given by Bernardi (1989). See also Def. 4.5.

(b) For a Θ-surface finite element (K,P,Σ), we have that the Sobolev space W m,p(K)
is well defined for 0≤m≤Θ+1 and 1≤ p≤∞ (Hebey, 2000; Dziuk and Elliott,
2013b).

(c) Since P⊂CΘ+1(K) and P is finite dimensional, P is a closed subspace of W m,p(K)
for 0≤ m≤Θ+1 and p ∈ [1,∞].

(d) We note that (K,P,Σ) is a 1-surface finite element if (K,P,Σ) is a surface finite
element (Def. 6.1), the map FK ∈C2(K̂,Rn+1) and P contains all affine functions
on K. We see that the constant C1(K) = 1+CK (see Lem. 6.8).

(e) Our applications (Sec. 9 and 10) will use FK ∈ Pθ (K̂) in the computational method
but we allow the more general case here.

Using transformation formulae, we have for χ : K→ R∫
K

χ dσ =
∫

K̂
χ̂(x̂)

√
g(x̂)dx̂, ∇K χ(x) =

n

∑
i, j=1

gi j(x̂)
∂ χ̂(x̂)

∂ x̂ j

∂FK(x̂)
∂ x̂i

,

where FK(x̂) = x and χ̂(x̂) = χ(x), and

G(x̂) =
(
∇FK(x̂)

)t(
∇FK(x̂)

)
, g(x̂) = detG(x̂),
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and finally, (gi j) are the components of the inverse G−1. Note that the surface gradient on
K can also be written as:

∇K χ(x) = ∇χ̃(x)− (∇χ̃(x) ·νK(x))νK(x) = (Id−νK(x)⊗νK(x))∇χ̃(x),

where ∇χ̃ is the gradient of an arbitrary extension of χ away from K.

Remark 6.6. If the surface finite element map FK is a C2 function then we can define the
extended Weingarten map HK : K→ R(n+1)×(n+1) by

(6.4) (HK)i j = (∇K)i(νK) j for i, j = 1, . . . ,n+1.

Example 6.7 (Surface finite elements). We are thinking of three particular examples. The
first is due to Dziuk (1988) and the second due to Heine (2005). Examples of each of these
first two cases are shown in Fig. 6.1.

(a) Let (K̂,P1(K̂), Σ̂) be a reference Lagrangian finite element. Consider the affine
map FK : K̂ → Rn+1 given by FK(x̂) = AK x̂+ bK . If AK is non-degenerate, then
this defines a surface finite element (K,P,Σ). The element domain K is determined
by its vertices and P consists of affine functions over K. This is the surface finite
element introduced by Dziuk (1988) which we will call an affine finite element. We
think of a simplex for K̂ so that the domains K are either line segments embedded
in R2, triangles embedded in R3, and tetrahedra embedded in R4.

(b) Let (K̂, P̂, Σ̂) be a reference finite element. Let (K,P,Σ) be a surface finite element
which the image of (K̂, P̂, Σ̂) under a map FK which satisfies FK ∈ (P̂)n+1. We call
(K,P,Σ) an isoparametric (surface) finite element. This construction is a general-
isation of an affine finite element and was introduced by Heine (2005). We note
that the functions in P will not necessarily consist of polynomials over K even if
P̂ consists of polynomials over K̂, however this leads to a practical scheme where
integrals are computed over reference elements. This example is the basis for the
method in Sec. 9.

(c) Let (K̂, P̂, Σ̂) be a reference finite element. Then (K̂, P̂, Σ̂) can be thought of a
surface finite element (K,P,Σ) by defining the parametrisation FK by

FK(x̂) = (x̂1, . . . , x̂n,0).

Note that K̂ ⊂ Rn but K ⊂ Rn+1. In general, we could consider flat surface fi-
nite elements to be surface finite elements to have parametrisation FK such that
(FK)n+1 ≡ 0.

Lemma 6.8. Let FK : K̂ → K be a surface finite element reference map then FK is a C1-
diffeomorphism and satisfies

sup
x̂∈K̂
‖∇FK(x̂)‖ ≤ (1+CK)‖AK‖(6.5)

sup
x̂∈K̂

∥∥(∇FK(x̂))†∥∥≤ (1−CK)
∥∥∥A†

K

∥∥∥ ,(6.6)

and also for all x̂ ∈ K̂

(6.7) (1−CK)
2n det(At

KAK)≤ g(x̂)2 ≤ (1+CK)
2n det(At

KAK).

Proof. The proof of (6.5), (6.6) and (6.7) follows immediately from (6.1) by writing ∇FK
as

∇FK(x̂) = (Id+∇DK(x̂)A
†
K)AK .

For (6.7), we use the fact that the determinant is an n-linear continuous form. �
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FIGURE 6.1. Examples of different surface finite elements in the case
n = 2. Left shows a reference finite element (in green), centre shows
an affine finite element (Ex. 6.7(a)) and right shows an isoparametric
surface finite element (Ex. 6.7(b)) with a quadratic FK . The plot shows
the element domains in red and the location of nodes in blue.

To help us understand the geometry of the new elements, given an element domain K,
we introduce a new affine element domain K̃ defined by the affine part of the parametrisa-
tion: K̃ := {AK x̂+bK : x̂ ∈ K̂}.

Lemma 6.9. Let K be an element domain (6.2a) parametrised by a surface element refer-
ence map FK over K̂. Denote by

hK := diam(K̃)(6.8a)

ρK := sup{diam(B) : B is a n-dimensional ball contained in K̃}.(6.8b)

We will also write ĥ and ρ̂ for the diameter of K̂ and diameter of the maximum inscribed
ball in K̂. Then we have that

‖AK‖ ≤
hK

ρ̂
(6.9a) ∥∥∥A†

K

∥∥∥≤ ĥ
ρK

(6.9b)

sup
x̂∈K̂

√
g(x̂)≤ 1

meas K̂

(
1+CK

1−CK

)n

meas(K).(6.9c)

Proof. To show (6.9a), we start by noticing that

‖AK‖=
1
ρ̂

sup{|AKξ | : ξ ∈ Rn, |ξ |= ρ̂} .

From the definition of ρ̂ we know that for all ξ ∈ Rn, |ξ | = ρ̂ , there exists ŷ, ẑ ∈ K̂ such
that ŷ− ẑ = ξ . Then noting that AK ŷ,AK ẑ ∈ K̃, we have that

|AKξ |= |AK(ŷ− ẑ)|= |AK ŷ−AK ẑ| ≤ hK .

Since the choice of ξ was arbitrary, we have shown (6.9a).
For (6.9b), we proceed in a similar fashion with∥∥∥A†

K

∥∥∥= 1
ρK

sup
{∣∣∣A†

Kξ

∣∣∣ : ξ ∈ Rn+1, |ξ |= ρK

}
.

Let ξ ∈ Rn+1. We note that A†
K has a non-trivial kernel so we decompose ξ = ξ1 + ξ2

where A†
Kξ2 = 0 and ξ1 is in the tangent plane to K̃. Then, we see that there exists y,z ∈ K̃
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such that y− z = ξ , and noting that A†
K(y− bK),A

†
K(z− bK) ∈ K̂ (we see this using the

definition of K̃ and that A†
K is a left inverse of AK), we see that∣∣∣A†

Kξ

∣∣∣= ∣∣∣A†
K(y− z)

∣∣∣= ∣∣∣A†
K(y−bK)−A†

K(z−bK)
∣∣∣≤ ĥ.

Again, since the choice of ξ was arbitrary, we have shown (6.9b).
To see (6.9c) we apply each of the previous two bounds with the result of Lem. 6.8 to

see

sup
x̂∈K̂

√
g(x̂)≤ (1+CK)

n
√

det(At
KAK)

≤ 1
meas K̂

(1+CK)
n
∫

K̂

√
det(At

KAK)dx̂

≤ 1
meas K̂

(1+CK)
n/(1−CK)

n
∫

K̂

√
g(x̂)dx̂

≤ 1
meas K̂

(
1+CK

1−CK

)n

meas(K)

≤C(K̂)meas(K). �

Remark 6.10. We note that the volume of an element meas(K) can be estimated by hK and
ρK by

c1ρ
n
K ≤measK ≤ c2hn

K .

Here the positive constants c1,c2 depend on the volume of the unit ball in Rn and the
constant CK .

Remark 6.11. In the sequel, we will assume implicitly that results hold for hK sufficiently
small (hK < h0) for some particular value of h0. In general this is always possible by
subdividing a particular element using a refinement procedure and applying the result to
the subdivided, smaller elements.

This scaling property allows us to characterise Sobolev spaces over a surface finite
element K and calculate norms over K̂ (see Rem. 6.5(b)).

Lemma 6.12. Let FK : K̂ → K be a Θ-reference finite element map Def. 6.4(a). Let 0 ≤
m≤ Θ+1 and p ∈ [1,∞], then χ ∈W m,p(K) implies χ̂ = χ ◦FK belongs to W m,p(K̂). We
have for any χ ∈W m,p(K) that

(6.10) |χ̂|W m,p(K̂) ≤ c

(
sup
x̂∈K̂

√
g(x̂)

)− 1
p

‖AK‖m
m

∑
r=1
|χ|W r,p(K) ,

for a constant which depends on CK ,C2(K), . . . ,Cm(K). We also have for any χ̂ ∈W m,p(K̂)

that χ = χ̂ ◦F−1
K ∈W m,p(K) and

|χ|W m,p(K) ≤ c

(
sup
x̂∈K̂

√
g(x̂)

) 1
p m

∑
r=1

∥∥∥A†
K

∥∥∥r
|χ̂|W r,p(K̂) ,(6.11)

where the constant here depends on CK ,C2(K), . . . ,Cm(K) and the product ‖AK‖
∥∥∥A†

K

∥∥∥.

Proof. In this proof we use the results and notation for the Faá di Bruno result presented
in App. A.
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For (6.10) using (A.1), we see that

∂ m

∂ x̂ jm . . .∂ x̂ j1
χ̂(x̂) =

m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

(∇K)λr · · ·(∇K)λ1 χ(x) ∑
Pm,r

r

∏
s=1

∂ |σs|

∂ x̂ jσs

(FK(x̂))λs .

Then∣∣∣∣ ∂ m

∂ x̂ jm . . .∂ x̂ j1
χ̂(x̂)

∣∣∣∣≤ m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

∣∣(∇K)λr · · ·(∇K)λ1 χ(x)
∣∣∑
Pm,r

r

∏
s=1

∣∣∣∣∣ ∂ |σs|

∂ x̂ jσs

(FK(x̂))λs

∣∣∣∣∣ .
We see that from assumption (6.3)

(6.12) ∑
Pm,r

r

∏
s=1

∣∣∣∣∣ ∂ |σs|

∂ x̂ jσs

(FK(x̂))λs

∣∣∣∣∣≤ ∑
Pm,r

r

∏
s=1

c(c|σs|(K))‖AK‖|σs|

≤ c(C1(K), . . . ,Cm(K)) ∑
Pm,r

‖AK‖∑
r
s=1|σs| ≤ c(C1(K), . . . ,Cm(K))‖AK‖m .

Then, we have that∣∣∣∣ ∂ m

∂ x̂ jm . . .∂ x̂ j1
χ̂(x̂)

∣∣∣∣≤ c(C1(K), . . . ,Cm(K))‖AK‖m
m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

∣∣(∇K)λr · · ·(∇K)λ1 χ(x)
∣∣ .

The inequality (6.10) then follows from integration and a Minkowski inequality.
For (6.11), from (A.4), we have

|(∇K)im · (∇K)i1 χ(x)|

≤

∣∣∣∣∣ n

∑
jm,..., j1=1

∂ m

∂ x̂ jm · · ·∂ x̂ j+1
χ̂

(
m

∏
s=1

(∇FK(x̂))
†
js,is

)∣∣∣∣∣
+

∣∣∣∣∣n−1

∑
r=1

n+1

∑
λ1,...,λr=1

(∇Γ)λr · · ·(∇Γ)λ1 χ(x)
n

∑
jm,..., j1=1

∑
Pm,r

r

∏
s=1

∂ |σs|

∂θ jσs

(FK(x̂))λs

m

∏
s=1

(∇FK(x̂))
†
js,is

∣∣∣∣∣
=: A1 +A2.

We bound each of A1 and A2 in turn. We see that for A1, applying (6.6)

A1 ≤ (1−CK)
m
∥∥∥A†

K

∥∥∥m n

∑
jm=1
· · ·

n

∑
j1=1

∣∣∣∣ ∂ m

∂x jm . . .∂x j1
χ̂(x̂)

∣∣∣∣ .
For A2, applying (6.6) and (6.12):

A2 ≤ c(C1(K), . . . ,Cm(K))(1−CK)
m ‖AK‖m

∥∥∥A†
K

∥∥∥m m−1

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

∣∣(∇K)λr · · ·(∇K)λ1 χ(x)
∣∣ .

Combining the above estimates and integrating over the domain, we see

|χ|W m,p(K) ≤

(
sup
x̂∈K̂

√
g(x̂)

)1/p

(1−CK)
m
∥∥∥A†

K

∥∥∥m
|χ̂|W m,p(K̂)

+(c(C1(K), . . . ,Cm(K))(1−CK)
m ‖AK‖m

∥∥∥A†
K

∥∥∥m
)

m−1

∑
r=1
|χ|W m−1,p(K) .
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Define βm = (c(C1(K), . . . ,Cm(K))(1−CK)
m ‖AK‖m

∥∥∥A†
K

∥∥∥m
). Then, a simple induction

argument shows that

|χ|W m,p(K) ≤ c

(
sup
x̂∈K̂

√
g(x̂)

)1/p m

∑
r=1

cm,r

∥∥∥A†
K

∥∥∥r
|χ̂|W r,p(K̂)

where cm,r satisfies

cm,m = 1 cm,r =
m−1

∑
s=r

βmcs,r. �

Given a surface finite element (K,P,Σ) (Def. 6.1), let {χi : 1≤ i≤ d} ⊂ P be the basis
dual to Σ. This is the set of basis functions of the finite element. If η is a function for
which all σi(η), 1≤ i≤ d is well defined, then we define the local interpolant by

(6.13) IKη :=
m

∑
i=1

σi(η)χi.

We can think of IKη as the unique shape function that has the same nodal values as η so
that, in particular, IK χ = χ for χ ∈ P.

Theorem 6.13 (Local interpolation estimate). Let (K,P,Σ) be a Θ-surface finite element
(Def. 6.4) with reference element (K̂, P̂, Σ̂) which satisfies the assumptions of Lem. 4.3 for
some 0 < k,m≤Θ, p,q ∈ [1,∞]. Then there exists a constant C =C(K̂, P̂, Σ̂) such that for
all functions χ ∈W k+1,p(K),

(6.14) |χ− IK χ|W m,q(K) ≤C meas(K)1/q−1/p hk+1
K
ρm

K
|χ|W k+1,p(K) .

Proof. We re-scale (4.1) using Lem. 6.12 and the estimates from (6.9):

|χ− IK χ|W m,q(K) ≤ c

(
sup
x̂∈K̂

√
g(x̂)

)1/q m

∑
r=1

∥∥∥A†
K

∥∥∥r
|χ̂− IK̂ χ̂|W r,q(K̂)

≤ c

(
sup
x̂∈K̂

√
g(x̂)

)1/q m

∑
r=1

∥∥∥A†
K

∥∥∥r
|χ̂|W k+1,p(K̂)

≤ c

(
sup
x̂∈K̂

√
g(x̂)

)1/q−1/p m

∑
r=1

∥∥∥A†
K

∥∥∥r
‖AK‖k+1 |χ|W k+1,p(K)

≤ cmeas(K)1/q−1/p hk+1
K
ρm

K
‖χ‖W k+1,p(K) .

The last line holds if ρK < 1 (note that ρK ≥ hK so this statement is true for hK small
enough). �

6.2. Triangulated hypersurface and surface finite element spaces. We will next bring
together several surface finite elements in order to define Γh as a collection of finite element
domains.

Definition 6.14. (a) A triangulated hypersurface is a set Γh equipped with an admis-
sible subdivision Th consisting of surface finite element domains (6.2a) such that⋃

K∈Th
K = Γh, K̊1∩ K̊2 = /0 for K1,K2 ∈Th with K1 6= K2.
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(b) The maximum subdivision diameter h is defined by:

(6.15) h := max
K∈Th

hK .

(c) Let Γh be a discrete hypersurface equipped with an admissible subdivision Th such
that each set K ∈Th is an element domain for a surface finite element (K,PK ,ΣK)
parametrised over the same polygonal reference finite element (K̂, P̂, Σ̂). We say
that E ⊂ K is a facet if E is the image of a boundary facet of K̂.

(d) We say that Th is a conforming subdivision of Γh if any facet of an element domain
K is either a facet of another element domain K′ ∈ Th, in which case we say K
and K′ are adjacent, or a portion of the boundary ∂Γh (if such a boundary exists).

(e) For a conforming subdivision Th of Γh, we denote by Fh the set of facets between
adjacent elements and ∂Th any boundary facets. For a common facet F ∈ Fh
between elements K,K′ ∈Th, we make a fixed choice that the conormal µK on F
will be denoted µ

+
F and the conormal µK′ on F will be denoted µ

−
F . The choice of

which element is on which side of the facet is not important in our considerations.

Remark 6.15. • In the above definition we do not impose any global assumptions on
the connectivity or smoothness of Γh. Thus there may not be an underling smooth
surface.

• We orient a discrete hypersurface which is equipped with a conforming subdivi-
sion by choosing a particular sign to the element-wise definition of normal. We
restrict that the induced orientation of the intersection of adjacent element domains
are opposite. For example, for a simplex reference element, the vertices in facets
between two elements should be ordered oppositely in each element.

For any triangulated hypersurface Γh, we may define spaces of Lebesgue integrable
functions Lp(Γh) with the usual norms ‖·‖Lp(Γh)

for p ∈ [1,∞].

Definition 6.16 (Broken Sobolev spaces and norms). Let Th be a subdivision of Γh con-
sisting of Θ-surface finite elements. Then for 0 ≤ m ≤ Θ+ 1, p ∈ [1,∞], we define the
broken Sobolev space W m,p(Th) by

(6.16) W m,p(Th) :=
{

ηh ∈ L1(Γh) : ηh|K ∈W m,p(K) for all K ∈Th
}
,

with norm

(6.17) ‖ηh‖W m,p(Th)
:=


(

∑
K∈Th

‖ηh‖p
W m,p(K)

)1/p

p < ∞

max
K∈Th

‖ηh‖W m,∞(K) p = ∞.

Lemma 6.17. The space W m,p(Th) is complete.

Proof. Consider a Cauchy sequence {η j} ∈W m,p(Th). This implies
• η j is Cauchy in Lp(Γh) so there exists ξ such that η j→ ξ in Lp(Γh).
• η j|K is Cauchy for all K so there exists ξK such that η j|K → ξK in W m,p(K).

It is clear from the triangle inequality that ξ |K = ξK :

‖ξ |K−ξK‖W m,p(K) ≤
∥∥ξ |K−η j|K

∥∥
Lm,p(K)

+
∥∥η j|K−ξK

∥∥
W m,p(K)

,

since the right hand-side converges to 0 as j→∞. Hence, we have shown that η j converges
to a function ξ ∈W m,p(Th) in the W m,p(Th) norm. �
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We also want more connectivity between elements. This is achieved in the following
space. Let Γh be a triangulated hypersurface with conforming subdivision Th. For K ∈Th,
we denote the trace of a function χ ∈W 1,p(K) by TK χ ∈ Lp(∂K) and recall that there exists
a constant cTK > 0 such that

(6.18) ‖TK χ‖Lp(∂K) ≤ cTK ‖χ‖W 1,p(K) for all χ ∈W 1,p(K).

We define the space W 1,p
T (Th) by

(6.19) W 1,p
T (Th) :=

{
ηh ∈ Lp(Γh) : ηh|K ∈W 1,p(K) for all K ∈Th, and

TK(ηh|K) = TK′(ηh|K′) a.e. in K∩K′ for adjacent K,K′ ∈Th

}
.

We equip this space with the broken norm ‖·‖W 1,p(Th)
.

Lemma 6.18. The space W 1,p
T (Th) is a closed subspace of W 1,p(Th) so is complete.

Proof. Take a sequence {η j} ⊂W 1,p
T (Th) which converges to ηh ∈W 1,p(Th). Then for

any pair of adjacent elements K,K′ ∈Th we have

‖ηh|K−ηh|K′‖Lp(K∩K′) ≤
∥∥ηh−η j

∥∥
Lp(∂K)

+
∥∥ηh−η j

∥∥
Lp(∂K′)

≤ cTK

∥∥ηh−η j
∥∥

W 1,p(K)
+ cTK′

∥∥ηh−η j
∥∥

W 1,p(K′) ≤ (cTK + cTK′ )
∥∥ηh−η j

∥∥
W 1,p(Th)

.

Clearly the right hand side converges to 0 as j → ∞ so we have the traces of ηh from
adjacent elements coincide and ηh ∈W 1,p(Th). �

We will use the notation for H1
T (Th) :=W 1,2

T (Th) which is a Hilbert space when equipped
with the obvious broken inner product.

Surface finite element space. We now restrict to Lagrangian finite elements over a polyg-
onal reference finite element. Here we assume that the degrees of freedom for each element
(K,P,Σ) are given by

Σ = {χ 7→ χ(a) : a ∈NK},
where NK is a finite set of nodes in K. We call NK the set of Lagrange nodes of K. This
restriction avoids difficulties in defining the edge of elements and how to effectively bring
elements together to form a global finite element space. Extensions to other element types
such as Hermite elements are left to future work.

Finally, the set of degrees of freedom of adjacent surface finite elements will be related
as follows. Let (K,P,Σ) and (K′,P′,Σ′) be two surface finite elements such that K and K′

are adjacent with Σ = {χ 7→ χ(a),a ∈ NK} and Σ′ = {χ 7→ χ(a′),a′ ∈ NK′}. Then, we
have

(6.20)

( ⋃
a∈NK

a

)
∩K′ =

 ⋃
a′∈NK′

a′

∩K.

We denote the global set of Lagrange nodes by

(6.21) Nh =
⋃

K∈Th

NK .

For each a∈Nh, let T (a)⊂Th be the local neighbourhood of elements for which a∈NK .
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Definition 6.19 (Surface finite element space). (a) Let Γh be a discrete hypersurface
equipped with a conforming subdivision Th with each domain K equipped with a
surface finite element (K,PK ,ΣK) (Def. 6.1) which satisfy (6.20). A surface finite
element space is a (generally proper) subset of the product space ∏K∈Th

PK given
by

Sh :=
{

χh = (χK)K∈Th ∈ ∏
K∈Th

PK :

χK(a) = χK′(a), for all K,K′ ∈T (a), for all a ∈Nh

}
.

(b) The surface finite element space is determined by the global degrees of freedom

Σh = {χh 7→ χh(a) : a ∈Nh} .

In this definition, an element χh ∈ Sh is not, in general a “function” defined over Γ̄h,
since we do not necessarily have a good definition of χh over element boundaries: The
“function” may be double-valued.

If it happens, however, that for each element χh ∈ Sh, the restrictions χK and χK′ coin-
cide along the common face of any adjacent elements K and K′, then the function χh can
be identified with a function defined over the set Γ̄h. In this case, we call the elements
χh ∈ Sh surface finite element functions. Examples of surface finite element functions are
shown in Fig. 6.2.

Lemma 6.20. Let Sh be a surface finite element space consisting of surface element el-
ements over a conforming subdivision Th of Γh. Assume further that for each K ∈ Th,
the corresponding reference finite element is a Lagrange element of order k ≥ 1 (Ex. 4.2).
Then we can identify elements of Sh as functions in C(Γh). Furthermore Sh is a closed
subspace in H1

T (Th).

Proof. Consider two adjacent elements K,K′ ∈ Th and a element χh ∈ Sh. The functions
χK ◦FK and χK′ ◦FK′ when restricted to the appropriate edges in K̂ are polynomials of
degree k which agree at the Lagrange points on this edge from (6.20) and the definition of
Sh. The Lagrange points in the reference element determine polynomials of degree k so we
have that χK = χK′ on K∩K′. Since Th is a conforming subdivision we can define a global
function χh : Γ̄h→ R such that χh|K = χK for each K ∈ Th which is globally continuous.
Indeed χh restricted to each element is continuous, as the composition of a polynomial
(element of P̂ = Pk(K̂) for some k) and a smooth surface finite element reference map FK ,
and is single valued on the facets where any two elements meet.

In fact the restriction χh|K to each element K ∈Th is a C1-function hence χh|K ∈H1(K)
so it is clear that Sh ⊂ H1

T (Th). The space Sh is closed since it is finite dimensional. �

We enumerate the nodes so that Nh = {ai}N
i=1 and take {χi}N

i=1 to be the basis of Sh
dual to Σh. Since, we have a finite basis of Sh we note that we can identify any χh ∈ Sh
with a vector γ ∈ RN so that

χh(x) =
N

∑
i=1

γiχi(x) for x ∈ Γh.

Definition 6.21 (Interpolation). If η is a function on Γh for which all σi(η), 1 ≤ i ≤ N,
is well defined (in case of Lagrangian finite elements, η ∈ C(Γh) suffices), then we can
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FIGURE 6.2. Examples of finite element functions. Left shows a piece-
wise linear function over a collection of affine finite elements (c.f.
Ex. 6.7(a)) and right shows a piecewise quadratic function over a col-
lection of isoparametric (quadratic) finite elements (c.f. Ex. 6.7(b)).

define a global interpolant Ihη ∈ Sh by

Ihη :=
N

∑
i=1

σi(η)χi.

Note that our construction implies that

(Ihη)|K = IKη |K for all K ∈Th,

and Ihχh = χh for all χh ∈ Sh.

In order to prove estimates on the global interpolant, we will first define three further
properties of our subdivision Th.

Definition 6.22 (Regular and quasi-uniform subdivisions). For h∈ (0,h0), let Γh be a trian-
gulated hypersurface (Def. 6.14(a)) equipped with a conforming subdivision Th (Def. 6.14(d)).

(a) The family is said to be non-degenerate or regular if there exists ρreg > 0 such that
for all K ∈Th and all h ∈ (0,h0),

ρK ≥ ρreghK ,

and there exists a constant C > 0 such that

sup
h∈(0,h0)

max
K∈Th

CK ≤C < 1.

(b) The family is said to be Θ-regular if it is regular, if for all h ∈ (0,h0) and all
K ∈Th, FK ∈CΘ+1(K;Rn+1), and if, there exists a constant C > 0 such that

sup
h∈(0,h0)

max
K∈Th

Cm(K)≤C <+∞ for 2≤ m≤Θ+1.

This implies that FK is a Θ-reference surface finite element map for each K ∈Th.
(c) A regular family is said to be quasi-uniform if there exists ρ > 0 such that

min{ρK : K ∈Th} ≥ ρh for all h ∈ (0,h0).

Remark 6.23. We note that:
• for a regular subdivision there exists a constant c > 0 depending on the global

quantities ρ̂, ĥ and ρreg

‖AK‖ ≤ chK ≤ ch and
∥∥∥A†

K

∥∥∥≤ ch−1
K ,

• for a quasi-uniform subdivision there exists a constant c > 0 depending on the
global quantities ρ̂, ĥ and ρ

‖AK‖ ≤ ch and
∥∥∥A†

K

∥∥∥≤ ch−1.
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Theorem 6.24 (Global interpolation estimates). For h ∈ (0,h0), let Γh be a triangulated
hypersurface (Def. 6.14(a)) equipped with a Θ-regular (Def. 6.22(b)), quasi-uniform (Def. 6.22(c)),
conforming (Def. 6.14(d)) subdivision Th. Let each K ∈ Th be equipped with a Θ-surface
finite element (K,PK ,ΣK) (Def. 6.4) parametrised over a reference finite element (K̂, P̂, Σ̂)
which satisfies the assumptions of Thm. 6.13 for some 0 < k,m ≤ Θ, p,q ∈ [1,∞]. Then
there exists a constant C = C(K̂, P̂, Σ̂,ρ) such that for all functions η ∈W k+1,p(Th)∩
C(Γh),

(6.22) ‖η− Ihη‖W m,q(Th)
≤Chk+1−m ‖η‖W k+1,p(Th)

.

Proof. The proof follows by piecing together Thm. 6.13 using the fact that Th is quasi-
uniform. �

6.3. Evolving surface finite elements. Let t ∈ [0,T ]. We consider families of surface
finite elements, spaces and triangulated hypersurfaces parametrised by t.

Definition 6.25 (Evolving surface finite element). (a) Let (K(t),P(t),Σ(t))t∈[0,T ] be a
time dependent family of surface finite elements (Def. 6.1) parametrised over a
common reference element (K̂, P̂, Σ̂). If the constant CK = supt CK(t) is uniformly
bounded away from 1,

CK := max
t∈[0,T ]

sup
x̂∈K̂

∥∥∥∇DK(x̂, t)A
†
K(t)

∥∥∥< c < 1,

we say that (K(t),P(t),Σ(t))t∈[0,T ] is an evolving surface finite element.
(b) Let ΦK

(·) ∈C2([0,T ],C1(K0)) where K0 :=K(0). We say that if ΦK
t : K0 :=K(0)→

K(t) such that

(6.23) FK(t)(x̂) = Φ
K
t (FK0(x̂)) for x̂ ∈ K̂

then ΦK
t is the flow defining the evolution of the element domain and that FK(t) is

the evolving surface element reference map.
(c) The element velocity WK of K(t) is defined by

WK(Φ
K
t (x), t) =

d
dt

Φ
K
t (x) for x ∈ K0, t ∈ [0,T ].

(d) If each (K(t),P(t),Σ(t)) is a Θ-surface finite element for each t ∈ [0,T ] and the
constants Cm(K(t)) are uniformly bounded:

sup
t∈[0,T ]

Cm(K(t))≤ c < ∞ for 2≤ m≤Θ+1

then we say that (K(t),P(t),Σ(t))t∈[0,T ] is an evolving Θ-surface finite element and
FK(t) is the evolving Θ-surface element reference map.

(e) We say that an evolving finite element domain is temporally quasi-uniform, if there
exists ρK > 0 such that

inf{ρK(t) : t ∈ [0,T ]} ≥ ρK sup{hK(t) : t ∈ [0,T ]}.

(f) The family of element push forward maps φ K
t , indexed by t ∈ [0,T ], is defined to

be the linear invertible map given for χ : K0→ R by φ K
t (χ) : K(t)→ R where

φ
K
t (χ)(x) = χ(ΦK

−t(x)) for x ∈ K(t).
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Lemma 6.26. Let FK(t) : K̂ → K(t), for t ∈ [0,T ], be an evolving Θ-surface finite ele-
ment reference map (Def. 6.25(d)) for a temporally quasi-uniform element domain K(t)
(Def. 6.25(e)) and φ K

t the family of element push forward maps (Def. 6.25(f)). Then there
exists constant c1,c2 > 0 which depend only on the reference element domain K̂, and the
constant CK ,C1, . . . ,CΘ and ρK , such that for 0≤ m≤ Θ and all t ∈ [0,T ], χ ∈W m,p(K0)
if, and only if, φ K

t χ ∈W m,p(K(t)) and

c1 ‖χ‖W m,p(K0)
≤
∥∥φ

K
t χ
∥∥

W m,p(K(t)) ≤ c2 ‖χ‖W m,p(K0)
for all χ ∈W m,p(K0).(6.24)

Proof. From Lem. 6.9 and 6.12, we have

|χ|W m,p(K0)
≤ c
(

meas(K(t))
meas(K0)

)1/p∥∥φ
K
t χ
∥∥

W m,p(K(t))

m

∑
r=1

(
hK(t)

ρK0

)r

and ∣∣φ K
t χ
∣∣
W m,p(K(t)) ≤ c

(
meas(K0)

meas(K(t))

)1/p

‖χ‖W m,p(K0)

m

∑
r=1

(
hK0

ρK(t)

)r

.

It can be easily seen that for a quasi-uniform evolving surface finite element that these
constants only depend on allowed quantities. �

This result implies that (W m,p(K(t)),φ K
t |W m,p(K0))t∈[0,T ] is a compatible pair (Def. 2.2)

and in particular (P(t),φ K
t |P(0)) is a compatible pair when equipped with the W m,p(K(t))-

norm (as P(t) is a closed subspace of W m,p(K(t)), Rem. 2.3 and Rem. 6.5(c)).

6.4. Evolving surface finite element spaces. We now formulate an evolving surface finite
element space forming part of a compatible pair (in the sense of Sec. 2, Def. 2.2). For
each h ∈ (0,h0), we are given a family of discrete hypersurfaces {Γh(t)}t∈[0,T ] and each
equipped with a surface finite element space {Sh(t)}t∈[0,T ]. Furthermore, we are interested
in under what assumptions does the compatibility hold independently of the mesh size h.

Definition 6.27 (Evolving triangulated hypersurface). For t ∈ [0,T ], let Γh(t) be a family
of triangulated hypersurfaces (Def. 6.14(a)) each equipped with a conforming subdivision
Th(t) (Def. 6.14(d)) such that each element domain K(t) ∈ Th(t) is equipped with an
element flow map ΦK

(·) ∈C2([0,T ];C1(K0)) (Def. 6.25(b)).

(a) We call {Th(t)}t∈[0,t] an evolving conforming subdivision if for each element
K(0) ∈ Th(0) and each facet E(0) of K(0) either E(0) is a facet of another el-
ement K′(0) ∈ Th(0), in which case E(t) is a common facet between K(t) and
K′(t) for all t ∈ [0,T ] or E(0) is a portion of the boundary ∂Ω(0), in which case
E(t) is a portion of the boundary ∂Ω(t) for all t ∈ [0,T ].

(b) An evolving triangulated hypersurface is defined to be a family of triangulated
hypersurfaces {Γh(t)}t∈[0,T ] equipped with an evolving conforming subdivision.
In this case, we define the mesh parameter h to be

(6.25) h := sup
t∈[0,T ]

max
K(t)∈Th(t)

hK(t).

(c) We define a global discrete flow Φh
(·)(·) : [0,T ]×Γh,0→ Rn+1 element-wise by

Φ
h
t |K0 := Φ

K
t for K0 ∈Th(0).

Our assumptions imply that Φh
t is piecewise smooth and Φh

t : Γh,0→ Γh(t).
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(d) We define a global discrete velocity Wh given by

Wh|K(t) =WK .

(e) The family of linear homeomorphisms induced by the flow Φh
t and called the

global push forward map is denoted by φ h
t (ηh) : Γh(t)→ R for ηh : Γh,0 → R

and defined by

(φ h
t ηh)|K(t) := φ

K
t (ηh|K0) for all K(t) ∈Th(t).

Again, in order to bring together a collection of evolving surface finite elements we
restrict to Lagrangian surface finite elements. For each t ∈ [0,T ], we denote by Nh(t) the
global set of Lagrange nodes of Γh(t) (6.21) and for any a ∈ Nh(t), T (a) is the set of
elements K(t) such that a is a node of K(t). We make the further restriction that the global
flow is single-valued at each Lagrange point: for all a0 ∈Nh(0) we have

(6.26) Φ
K
t (a0) = Φ

K′
t (a0) for all K,K′ ∈T (a0).

Definition 6.28 (Evolving surface finite element space). (a) Let {Γh(t)}t∈[0,T ] be an evolv-
ing triangulated hypersurface (Def. 6.27(b)) equipped with an evolving conform-
ing subdivision {Th(t)}t∈[0,T ] (Def. 6.27(a)). For t ∈ [0,T ], let Sh(t) be a surface
finite element space (Def. 6.19(a)) over Γh(t). If each K(t) ∈ Th(t) is equipped
with an evolving surface finite element (K(t),P(t),Σ(t))t∈[0,T ] (Def. 6.25(a)) then
we say {Sh(t)}t∈[0,T ] is an evolving surface finite element space.

(b) For each t ∈ [0,T ], we will write Σh(t) for the set of global nodal variables (Def. 6.19(b)).
We will use the convention that

Σh(t) = {χh 7→ χh(ai(t)) : 1≤ i≤ N},
where ai(t) is the trajectory of a Lagrange point under the global flow Φh

t . We
will denote by {χi(·, t) : 1 ≤ i ≤ N} the global basis of finite element functions
such that χi(a j(t), t) = δi j for t ∈ [0,T ] and all i, j = 1, . . . ,N. This implies that
χi(·, t) = φ h

t (χi(·,0)). See also (3.4).

Definition 6.29 (Uniformly regular and uniformly quasi-uniform evolving subdivisions).
For h∈ (0,h0), let {Th(t)}t∈[0,T ] be a family of evolving conforming subdivisions (Def. 6.27(a)).

(a) We say that the family is uniformly regular if there exists ρ > 0 such that for all
h ∈ (0,h0) and all times t ∈ [0,T ], we have

ρK(t) ≥ ρhK(t) for all K(t) ∈Th(t),

and there exists C > 0 such that

sup
h∈(0,h0)

sup
t∈[0,T ]

max
K(t)∈Th(t)

CK(t) ≤C < 1.

(b) We say that the family is uniformly Θ-regular if it is uniformly regular, if for each
time t ∈ [0,T ], the family {Th(t)}h∈(0,h0) is Θ-regular and if there exists a constant
such that

sup
h∈(0,h0)

sup
t∈(0,T )

max
K(t)∈Th(t)

Cm(K(t))≤C ≤+∞ for 2≤ m≤Θ+1.

This implies that FK(t) is an evolving Θ-reference finite element map for each
K(t) ∈Th(t).

(c) We say that the family is uniformly quasi-uniform if there exists ρ > 0 such that
for all h ∈ (0,h0) and all times t ∈ [0,T ], we have

min{ρK(t) : K(t) ∈Th(t)} ≥ ρh.
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Note that a uniformly quasi-uniform subdivision consists of element domains for tem-
porally quasi-uniform evolving surface finite element domains.

Lemma 6.30. For h ∈ (0,h0), let {Th(t)}t∈[0,T ] be a uniformly Θ-regular (Def. 6.29(b)),
uniformly quasi-uniform (Def. 6.29(c)), evolving, conforming subdivision (Def. 6.27(a))
and let φ h

t be the global push-forward map (Def. 6.27(e)). Let 0 ≤ k ≤ Θ+ 1, p ∈ [0,∞].
Then ηh ∈W m,p(Th(0)) if and only if φ h

t ηh ∈W m,p(Th(t)) for all t ∈ [0,T ]. Further-
more, there exists c1,c2 > 0 independent of h ∈ (0,h0) and t ∈ [0,T ] such that for all
ηh ∈W m,p(Th(t))

c1 ‖ηh‖W m,p(Th(0)) ≤
∥∥∥φ

h
t ηh

∥∥∥
W k,p(Th(t))

≤ c2 ‖ηh‖W m,p(Th(0)) .(6.27)

Remark 6.31. This implies that (W m,p(Th(t)),φ h
t |W m,p(Th(0)))t∈[0,T ] is a compatible pair. In

particular the pairs (Sh(t),φ h
t )t∈[0,T ], equipped with the broken Sobolev norm ‖·‖W m,p(Th(t))

(Def. 6.16), and (W 1,p
T (Th(t)),φ h

t )t∈[0,T ] are compatible since each is a closed subspace
(Rem. 2.3 and Lem. 6.18 and 6.20).

Proof. We simply sum the element-wise result from Lem. 6.26. The constants are inde-
pendent of hK and ρK due to the uniform quasi-uniformity of {Th(t)}. �

Note that this result implies that the spaces L2
Sh

and C1
Sh

are well defined when equipped
with the appropriate norms (c.f. (2.1) and (2.2)).

7. LIFTED SURFACE FINITE ELEMENT SPACES

So far we have only defined surface finite elements without relation to approximation of
a smooth hypersurface Γ and function spaces on Γ through the definition of a lifted finite
element space S`h(t). In general, due to the curvature of the surface, the computational do-
main Γh will be an approximation to Γ. We will identify surface finite elements (K,P,Σ) on
Γh with a corresponding curved surface finite elements (K`,P`,Σ`) on Γ using a mapping
ΛK : K→ Γ. We call this process lifting. This provides a convenient way to compare the
smooth functions (solutions to PDEs) on Γ with the lift of discrete functions on Γh. We will
also require an inverse lift that maps functions on the smooth domain to the computational
domain.

In the following, we will answer the question what assumptions on ΛK must be made so
that (K`,P`,Σ`) is a Θ-surface finite element and how we can put several such lifted surface
finite elements together in order to recover Γ and finite element spaces on Γ. We will also
explore some interpolation results when these assumptions hold. Finally, we explore how
we can lift the discrete push forward map.

7.1. Lifted surface finite element. We consider the situation of a surface finite element
(K,P,Σ) (Def. 6.1), with element reference map FK : K̂ → K, where the element domain
approximates a portion of Γ.

Let ΛK : K→ Γ be a C1-map which is a diffeomorphism onto its image. For a function
χ : K→ R, we call χ` defined by χ`(ΛK(·)) = χ(·) the lift of χ . We will assume that we
can decompose ΛK into

ΛK(x) = AΛx+bΛ + Λ̃K(x) for x ∈ K,

where AΛ is an invertible (n+1)× (n+1) matrix, bΛ ∈ Rn+1 and Λ̃K ∈C1(K,Rn+1). We
will assume that Λ̃K does affect the affine part of the parametrisations:

AK` x̂+bK` = AΛ(AK x̂+bK)+bΛ for all x̂ ∈ K̂.
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Definition 7.1 (Lifted surface finite element). We call the triple (K`,P`,Σ`) defined by

K` := ΛK(K)⊂ Γ

P` := {χ`(ΛK(·)) := χ(·) : χ ∈ P}

Σ
` := {σ ` := χ

` 7→ σ(χ) : σ ∈ Σ},

the lift of (K,P,Σ) and ΛK the lifting map. If (K`,P`,Σ`) forms a surface finite element
over (K̂, P̂, Σ̂) then we say that (K`,P`,Σ`) is the lifted surface finite element associated
with (K,P,Σ). In this case we call FK`(·) = ΛK(FK(·)) the lifted surface finite element
reference map.

The next two results show under what assumptions on ΛK is (K`,P`,Σ`) a surface finite
element (Def. 6.1) or a Θ-surface finite element (Def. 6.4).

Lemma 7.2. If ΛK satisfies that

(7.1) sup
x∈K

∥∥∥∇KΛ̃(x)
∥∥∥≤ ∥∥A−1

Λ

∥∥−1−CK ‖AΛ‖
1+CK

,

then (K`,P`,Σ`) is a surface finite element. Furthermore, for p ∈ [1,∞], we have that there
exists c1,c2 > 0 such that

(7.2)
c1 ‖χ‖Lp(K) ≤

∥∥∥χ
`
∥∥∥

Lp(K`)
≤ c2 ‖χ‖Lp(K) for all χ ∈ Lp(K)

c1 ‖χ‖W 1,p(K) ≤
∥∥∥χ

`
∥∥∥

W 1,p(K`)
≤ c2 ‖χ‖W 1,p(K) for all χ ∈W 1,p(K),

where the constants c1,c2 depend on CK ,
∥∥A−1

Λ

∥∥ and the ratio hK/ρK .

Proof. To show that (K`,P`,Σ`) is a surface finite element (Def. 6.1), the conditions on
the element reference map FK`(x̂) = ΛK(FK(x̂)) are clear and we are left to check the
curvedness condition (6.1). Using the expansion of ΛK , we see

AK` = AΛAK , A†
K` = A†

KA−1
Λ
, bK` = AΛbK +bΛ

and DK`(x̂) = AΛDK(x̂)+ Λ̃K(FK(x̂)).

So that

∇DK`(x̂)A†
K` = AΛ∇DK(x̂)A

†
KA−1

Λ
+∇KΛ̃K(FK(x̂))(Id+∇DK(x̂)A

†
K)AKA†

KA−1
Λ
.

Applying the curvedness condition for K and the fact that AKA†
K is a projection (Rem. 6.3(c)

applied to the flat element K̃) we see∥∥∥∇DK`(x̂)A†
K`

∥∥∥≤CK ‖AΛ‖
∥∥A−1

Λ

∥∥+(1+CK)
∥∥∥∇KΛ̃K(FK(x̂))

∥∥∥∥∥A−1
Λ

∥∥ .
The curvedness condition is shown by applying (7.1).

To show (7.2) the result is clear for p = ∞. For p < ∞, we will apply Lem. 6.12. Then
we see

c
(

meas(K)

meas(K`)

)1/p

‖χ‖Lp(K) ≤
∥∥∥χ

`
∥∥∥

Lp(K`)
≤ c
(

meas(K`)

meas(K)

)1/p

‖χ‖Lp(K) ,

where c depends on CK and the bound (7.1). For the higher order bound, we note that

‖AK‖=
∥∥A−1

Λ
AΛAK

∥∥≤ ∥∥A−1
Λ

∥∥‖AΛAK‖= ‖AΛ−1‖‖AK`‖ ,
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so that we infer

(7.3) ‖AK`‖ ≥
‖AK‖
‖A

Λ−1‖
.

Then applying Lem. 6.12 once more we see

c
(

meas(K)

meas(K`)

)1/p ∥∥A−1
Λ

∥∥
‖AK‖

∥∥∥A†
K

∥∥∥ |χ|W 1,p(K) ≤
∥∥∥χ

`
∥∥∥

W 1,p(K`)

≤ c
(

meas(K`)

meas(K)

)1/p∥∥A−1
Λ

∥∥‖AK‖
∥∥∥A†

K

∥∥∥ |χ|W 1,p(K) .

The final result is given by applying (7.4c), (6.9a) and (6.9b). �

Lemma 7.3. If (K,P,Σ) is a Θ-surface finite element and ΛK satisfies ΛK ∈CΘ+1(K;Rn+1)
and ‖ΛK‖W Θ+1,∞(K) ≤ c, then (K`,P`,Σ`) is also a Θ-surface finite element. Furthermore,
for 0≤ m≤Θ+1 and p ∈ [1,∞], we have that there exists c1,c2 > 0 such that

c1 ‖χ‖W m,p(K) ≤
∥∥∥χ

`
∥∥∥

W m,p(K`)
≤ c2 ‖χ‖W m,p(K) for all χ ∈W m,p(K),

where the constants c1,c2 depend on C1(K), . . . ,Cm(K),
∥∥A−1

Λ

∥∥ and the ratio hK/ρK .

Proof. To see that (K`,P`,Σ`) is a Θ-surface finite element (Def. 6.4), the first three con-
ditions are clear from the smoothness assumption on ΛK . We must show (6.3) holds: for
2≤ m≤Θ+1, there exists a constant Cm(K`) such that

‖∇mFK`(x̂)‖ ≤Cm(K`)‖AK`‖m .

Computing directly using the Faá di Bruno formula (A.1), we have

∂ r′

∂ x̂ jm . . .∂ x̂ j1
FK`(x̂) =

m

∑
r=1

n+1

∑
λ1,...,λ1=1

(∇K)λr · · ·(∇K)λ1ΛK(FK(x̂)) ∑
P(m,r)

r

∏
s=1

∂ |σs|

∂ x̂ jσs

(FK)λs(x̂).

But applying the fact that (K,P,Σ) is a Θ-surface finite element and the smoothness as-
sumption on ΛK , we see that

|∇mFK`(x̂)| ≤ c(C1(K), . . . ,Cm(K))
m

∑
r=1
|ΛK |W r,∞(K) ‖AK‖m .

Finally, applying (7.3), we have that

‖∇mFK`(x̂)‖ ≤ ‖ΛK‖W m,∞(K) ‖AK`‖m∥∥A−1
Λ

∥∥m
.

This shows that (K`,P`,Σ`) is a Θ-surface finite element.
To show the norm equivalence we again apply Lem. 6.12, recognising the geometric

progression, to see

c
(

meas(K)

meas(K`)

)
Am+1

1 −1
A1−1

‖χ‖W m,p(K) ≤
∥∥∥χ

`
∥∥∥

W m,p(K`)

≤ c
(

meas(K`)

meas(K)

)
Am+1

2 −1
A2−1

‖χ‖W m,p(K) ,

where
A1 = ‖AK‖

∥∥∥A†
K

∥∥∥‖AΛ‖ and A2 = ‖AK‖
∥∥∥A†

K

∥∥∥∥∥A−1
Λ

∥∥ .
The final result is given by applying (7.4c), (6.9a) and (6.9b). �
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Remark 7.4. Considering the case that ΛK fixes the vertices of K then we can write ΛK as

ΛK(x) = x+ Λ̃(x) for x ∈ K.

That is that AΛ = Id and bΛ = 0. Then the assumptions of Lem. 7.2 can be replaced by

sup
x∈K

∥∥∥∇KΛ̃(x)
∥∥∥≤ 1−CK

1+CK
,

and the assumptions of Lem. 7.3 can be replaced by the assumption that ‖ΛK‖W Θ,∞(K) is
uniformly bounded.

We next relate the geometry of the base and lifted element domains.

Lemma 7.5. Using the decomposition of ΛK , we have∥∥A−1
Λ

∥∥−1
hK ≤ hK` ≤ ‖AΛ‖hK(7.4a) ∥∥A−1

Λ

∥∥−1
ρK ≤ ρK` ≤ ‖AΛ‖ρK(7.4b)

c1

(
ρK

hK

)n∥∥A−1
Λ

∥∥−n
meas(K)≤meas(K`)≤ c2

(
hK

ρK

)n∥∥A−1
Λ

∥∥−n
meas(K).(7.4c)

Proof. For (7.4a), we show the second inequality. The first follows by the same reasoning
applied to the inverse of AΛ. Since K̃` is compact, there exists x`,y` ∈ K̃` such that

hK` =
∣∣∣y`− x`

∣∣∣ .
But since AΛ is invertible, there exists x,y ∈ K̃ such that

AΛx+bΛ = x` and AΛy+bΛ = y`.

Then, we can compute that

hK` =
∣∣∣x`− y`

∣∣∣= |AΛ(x− y)| ≤ ‖AΛ‖|x− y| ≤ ‖AΛ‖hK .

Similarly, for (7.4b), we only show the first inequality. For each ε > 0, there exists Bε a
ball in K̃ such that

ρK−diamBε ≤ ε.

Denote by xε and rε the centre and radius of Bε respectively. Consider the affine map
Ξε : Rn+1→ Rn+1 given by

Ξε(x) =
1∥∥A−1
Λ

∥∥ (x− xε)+bΛ +AΛxε .

It is clear that Ξε maps balls to balls and Bε is mapped to a ball centred at AΛxε +bΛ with
radius rε/

∥∥A−1
Λ

∥∥. We claim Ξε(Bε) is contained in K̃`. Indeed, take x` ∈ Ξε(Bε), then
there exists x ∈ Bε such that Ξε(x) = x`. Denote by

x′ = xε +
1∥∥A−1
Λ

∥∥A−1
Λ
(x− xε),

then ∣∣x′− xε

∣∣= 1∥∥A−1
Λ

∥∥ ∣∣A−1
Λ
(x− xε)

∣∣≤ |x− xε | ≤ rε ,

so x′ ∈ Bε ⊂ K̃ and

AΛx′+bΛ =
1∥∥A−1
Λ

∥∥ (x− xε)+AΛxε +bΛ = x`,
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so that x` ∈ K̃` = AΛK̃ +bK .
Therefore, we have found a ball Ξε(Bε)⊂ K̃` with radius rε/(

∥∥A−1
Λ

∥∥), thus we can infer
that

ρK` ≥
1
2

∥∥A−1
Λ

∥∥−1
diamBε ≥

∥∥A−1
Λ

∥∥−1
(ρK− ε).

Since the proof holds for all ε > 0, we see the desired result.
Given (7.4a) and (7.4b), the final result (7.4c) follows directly from Rem. 6.10. �

We can also use ΛK to define an inverse lift. Given an element domain K, lifted element
domain K` and lifting map ΛK . We know that ΛK is invertible onto its image, namely K`.
So for η : K`→ R, we denote its inverse lift by η−` : K→ R defined by

η
−`(x) := η(ΛK(x)) for x ∈ K.

Lemma 7.6. If the assumptions of Lem. 7.2 and 7.3 hold then, for 0 ≤ m ≤ Θ+ 1 and
p ∈ [1,∞], we have that there exists c1,c2 > 0 such that for all η ∈W m,p(K`), we have

c1

∥∥∥η
−`
∥∥∥

W m,p(K)
≤ ‖η‖W m,p(K`) ≤ c2

∥∥∥η
−`
∥∥∥

W m,p(K)
.

Proof. The same proof can be applied to the case of the inverse lift as well as the usual
lift. �

7.2. Lifted surface finite element space. Let Γ be a smooth hypersurface and for h ∈
(0,h0) and let Γh be a triangulated hypersurface (Def. 6.14(a)) equipped with a conforming
subdivision Th (Def. 6.14(d)) and a surface finite element space Sh (Def. 6.19(a)). Let each
K ∈Th be associated with a lifted finite element K` with lifted map ΛK .

Definition 7.7. (a) We denote by T `
h the set of all lifted element domains

T `
h :=

⋃
K∈Th

K`.

If the global map Λh is single valued and T `
h forms a conforming subdivision of

Γ, we say that T `
h is an exact subdivision of the surface Γ. In this case we set F `

h
to be the set of facets between adjacent elements.

(b) We define a global lifting map Λh : Γh→ Γ by Λh|K = ΛK . We define the inverse
lift Λ

−1
h : Γ→ Γh in a similar element-wise fashion by Λ

−1
h |K` = Λ

−1
K .

(c) We denote by λh the global lift given for ηh : Γh→ R by

λh(ηh)(Λh(x)) = ηh(x) for x ∈ Γh,

and by ςh the global inverse lift given for η : Γ→ R by

ςh(η)(x) = η(Λh(x)) for x ∈ Γh.

We will also use the notation η`
h = λh(ηh) and η−` = ςh(η).

(d) If for each surface finite element (K,P,Σ) there is an associated lifted surface fi-
nite element (K`,P`,Σ`), then, we define a lifted surface finite element space (c.f.
(3.17)) by

S`h :=
{

χ
`
h : χh ∈ Sh

}
.

Proposition 7.8. Assume additionally that the family of triangulations {Th}h∈(0,h0) is reg-
ular (Def. 6.22(a)), ΛK satisfies the assumptions of Lem. 7.2 and there exists C1,C2 > 0
such that

(7.5) ‖AΛ‖ ≤C1 and
∥∥A−1

Λ

∥∥≤C2 for all K ∈Th for all h ∈ (0,h0),
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for all K ∈ Th for all h ∈ (0,h0). Then {T `
h }h∈(0,h0) is regular and S`h is a surface finite

element space and there exists constants c1,c2 > 0, which are independent of h ∈ (0,h0)
such that

(7.6)
c1 ‖ηh‖Lp(Th)

≤
∥∥∥η

`
h

∥∥∥
Lp(T `

h )
≤ c2 ‖ηh‖Lp(Th)

for all ηh ∈ Lp(Th)

c1 ‖ηh‖W 1,p(Th)
≤
∥∥∥η

`
h

∥∥∥
W 1,p(T `

h )
≤ c2 ‖ηh‖W 1,p(Th)

for all ηh ∈W 1,p(Th).

Furthermore, if ΛK satisfies the assumptions of Lem. 7.3 for all K ∈Th and all h ∈ (0,h0),
then for 0≤ m≤Θ, there exists c1,c2 > 0 independent of h ∈ (0,h0) such that

(7.7) c1 ‖ηh‖W m,p(Th)
≤
∥∥∥η

`
h

∥∥∥
W m,p(T `

h )
≤ c2 ‖ηh‖W m,p(Th)

for all ηh ∈W m,p(Th).

Proof. The regularity of the family of triangulations {Th}h∈(0,h0) follows from (7.4a) and
(7.4b) from assumption (7.5).

The results follow by combining the previous results for each element in Th. We achieve
bounds independently of h ∈ (0,h0) since the regularity of the subdivisions implies that
hK/ρK is independent of h ∈ (0,h0). �

Lemma 7.9. Let T `
h be an exact decomposition of Γ then W 1,p

T (T `
h ) =W 1,p(Γ).

Proof. First, let η ∈W 1,p
T (Th). Then we have that η ∈ Lp(Γ) and it is left to show that η

has a weak derivative in Lp(Γ) (Dziuk and Elliott, 2013b, Def. 2.11). We have a candidate
ξ given element-wise by ξ |K` = ∇Γ(η)|K` . It is clear that ξ ∈ Lp(Γ) and for ϕ ∈ C1(Γ)
with compact support and i = 1, . . . ,n+1, we have∫

Γ

ηDiϕ = ∑
K`∈T `

h

∫
K`

ηDiϕ

= ∑
K`∈T `

h

(
−
∫

K`
ξiϕ +

∫
K`

ηϕHν i +
∫

∂K`
ηϕµ i

)
=−

∫
Γ

ξiϕ +
∫

Γ

ηϕHν i + ∑
K`∈T `

h

∫
∂K`

ηϕµ i.

We note that we can write

∑
K`∈T `

h

∫
∂K`

ηϕµ i = ∑
F`∈F`

h

∫
F`

ηϕ(µ+
F` +µ

−
F`)i = 0,

where F `
h is the set of facets between adjacent elements in T `

h , since the traces of η |K′
and η |(K`)′ to K` ∩ (K`)′ coincide for any adjacent pair K,K′. We note that the sum over
edges is zero since the conormals from adjacent elements are equal and opposite in the
exact triangulation and we see that ξ is the weak derivative of η .

Second, let η ∈W 1,p(Γ) then it is clear that η ∈ Lp(Γ), η |K` ∈W 1,p(K`) and by the
trace theorem η has common trace between adjacent elements. �

We can also show a special interpolation estimate which interpolates smooth functions
over the continuous surface into the lifted surface finite element space. We denote by Ih an
interpolation operator Ih : C(Γ)→S`h defined by

(7.8) Ihη |K` := IK`η .
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Theorem 7.10 (Global lifted interpolation theorem). For h ∈ (0,h0), let {Th}h∈(0,h0) be
a Θ-regular (Def. 6.22(b)), quasi-uniform (Def. 6.22(c)) family of triangulations of Γh
equipped with a surface finite element space Sh (Def. 6.19(a)) consisting of Θ-surface finite
elements (Def. 6.4) over a reference element which satisfies the assumptions of Lem. 4.3
for some 0 < k,m ≤ Θ, p,q ∈ [1,∞]. Let each element K ∈ Th be equipped with a lifting
map ΛK ∈CΘ+1(K) such that ‖ΛK‖W Θ+1,∞(K) ≤C and (7.5) and (7.1) hold each uniformly
for h ∈ (0,h0), then {T `

h }h∈(0,h0) is a Θ-regular, quasi-uniform family of triangulations
of Γ and S`h is a surface finite element space consisting of Θ-surface finite elements. Let
η ∈ C(Γ) be a continuous function, then Ihη ∈ S`h is well defined. Furthermore, if the
assumptions of Thm. 6.13 hold for the reference element (K̂, P̂, Σ̂), there exists a constant
C =C(K̂, P̂, Σ̂,ρ) such that for all functions η ∈W k+1,p(T `

h )∩C(Γ),

(7.9) ‖η− Ihη‖W m,q(T `
h )
≤Chk+1−m ‖η‖W k+1,p(T `

h )
.

Proof. The result follows by combining previous lemmas in the appropriate way. We see
the lifted triangulation is quasi-uniform by applying the results in Lem. 7.5 and the as-
sumption (7.5). The interpolation result then follows by applying Thm. 6.24. �

Thm. 7.10 will be used to show the abstract approximation properties (I1) and (I2).

Corollary 7.11. Let η ∈C(Γ), then the interpolant of η into Sh, denoted by Ĩhη , is given
by

(7.10) Ĩhη := (Ihη)−`.

Furthermore, there exists a constant C such that for all functions η ∈W k+1,p(T `
h )∩C(Γ),

and all h ∈ (0,h0), we have

(7.11)
∥∥∥η
−`− Ĩhη

∥∥∥
W m,q(Th)

≤Chk+1−m ‖η‖W k+1,p(T `
h )
.

Proof. We apply the inverse lift result to the estimates in the theorem. �

7.3. Evolving lifted finite element spaces. For t ∈ [0,T ], let Γ(t) be a smoothly evolving
hypersurface with flow map Φt : i.e. Φ(·) ∈C2([0,T ],C1(Γ(0))) and Φt(Γ(0)) = Γ(t). For
h ∈ (0,h0), let Γh(t) be an evolving triangulated hypersurface (Def. 6.27(b)) with global
discrete flow Φh

t (Def. 6.27(c)) and equipped with an evolving conforming subdivision
Th(t) (Def. 6.27(a)) and an evolving surface finite element space Sh(t) (Def. 6.28(a)). We
assume that we are given a global lifting map Λh(·, t) (Def. 7.7(b)) which gives an exact
subdivision T `

h (t) of Γ(t) (Def. 7.7(a)).
Definition 7.12 (Lifted discrete flow map, material velocity and pushed forward map).

(a) The lifted flow map Φ`
(·)(·) : [0,T ]× Γ0 → Rn+1 of the smooth hypersurface is

defined by

Φ
`
t (Λh(x, t)) = Λh(Φ

h
t (x), t) for x ∈ Γ0.

We note that Φ`
t : Γ0→ Γ(t).

(b) The lifted discrete material velocity wh on {Γ(t)}t∈[0,T ] is defined by

d
dt

Φ
`
t (·) = wh(Φ

`
t (·), t).

(c) The family of lifted push forward maps is denoted by φ `
t (η) : Γ(t)→R for η : Γ0→

R and is defined by

φ
`
t (η)(x) = η(Φ`

−t(x)) for x ∈ Γ(t).
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See also (3.13).

Remark 7.13. Note that in general Φ`
t is different to Φt , but each describes a different

parametrisation of the same evolving surface. Also w, the material velocity of Γ(t), and
wh define the same surface Γ(t) evolving from Γ(0), so have the same normal components
whilst the tangential components may not agree.

Proposition 7.14. For h ∈ (0,h0), let {Sh(t)}t∈[0,T ] be an evolving surface finite ele-
ment space over a Θ-regular (Def. 6.22(b)), uniformly quasi-uniform (Def. 6.29(c)), evolv-
ing conforming subdivision {Th(t)}t∈[0,T ] consisting of Θ-evolving surface finite elements
(Def. 6.25(d)) and φ h

t the global push-forward map (Def. 6.27(e)). For each t ∈ [0,T ]
and each h ∈ (0,h0), let each element K ∈ Th be equipped with a lifting map ΛK(·, t) ∈
CΘ+1(K(t)) such that ‖ΛK(·, t)‖W Θ+1,∞(K) ≤ C and (7.5) and (7.1) hold each uniformly
for h ∈ (0,h0) and t ∈ [0,T ]. Then {S`h(t)}t∈[0,T ] is also an evolving surface finite el-
ement space over a Θ-regular, uniformly quasi-uniform, evolving conforming subdivi-
sion {T `

h (t)}t∈[0,T ] consisting of Θ-evolving surface finite elements. Furthermore, for
0 ≤ m ≤ Θ+1, p ∈ [0,∞], there exists c1,c2 > 0 independent of h ∈ (0,h0) and t ∈ [0,T ]
such that

c1 ‖η‖W m,p(T `
h (0))

≤
∥∥∥φ

`
t η

∥∥∥
W m,p(T `

h (t))
≤ c2 ‖η‖W m,p(T `

h (0))
for all η ∈W m,p(T `

h (0)).

(7.12)

In particular, the pair (W m,p(T `
h (t)),φ

`
t |W m,p(T `

h (0))
)t∈[0,T ] is compatible (Def. 2.2). Fur-

thermore the pairs (S`h(t),φ `
t |S`

h,0
)t∈[0,T ], equipped with the norm ‖·‖W m,p(T `

h (t))
, and (W 1,p(Γ),φ `

t |W 1,p(Γ0)
)t∈[0,T ]

are also compatible.

Proof. The initial properties of Sh(t) follow for the same reasoning as Prop. 7.8 since
the constants are bounded uniformly in time. The bounds (7.12) and the compatibility of
(W m,p(T `

h ),φ
`
h)t∈[0,T ] follow since the assumptions imply that (W m,p(T `

h ),φ
h
t )t∈[0,T ] are

compatible and we can simply lift this result with uniform bounds. The compatibility of
(S`h(t),φ `

t |S`
h,0
)t∈[0,T ] and (W 1,p(Γ(t)),φ `

t |W 1,p(Γ0)
)t∈[0,T ] follow since they are closed sub-

spaces of W 1,p(T `
h (t)) (Lem. 6.18, 6.20 and 7.9) and Rem. 2.3. �
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Part 3. Application to parabolic equations on evolving domains

8. APPLICATION I: PARABOLIC EQUATION ON AN EVOLVING BULK DOMAIN

In this section, we will formulate and analyse a finite element method for a parabolic
problem posed in an evolving bulk domain (1.4). We will begin with notation and defini-
tions for the initial value problem. The numerical method is based on the general theory of
Sec. 4 applied here with isoparametric bulk finite element spaces of order k. The analysis
is based on the abstract theory presented in Sec. 2 and 3.

8.1. The domain and function spaces. We set H(t) = L2(Ω(t)), V(t) = H1(Ω(t)) and
V∗(t) = (H1(Ω(t)))∗. We will also make use of the spaces Z0(t) = H2(Ω(t)) and Z(t) =
Hk+1(Ω(t)). We see that Z(t) ⊂ Z0(t) ⊂ V(t) for each t ∈ [0,T ] and the inclusions are
uniformly continuous. We define the push-forward operator φt by

(8.1) (φtη)(·, t) := η(Φ−t(·)) for η ∈H0.

(L2(Ω(t)),φt)t∈[0,T ] and (H1(Ω(t)),φt)t∈[0,T ] are compatible pairs (Def. 2.2), the spaces
L2
H, L2

V and L2
V∗ are well defined (c.f. (2.1)) and we have a well defined strong mate-

rial derivative, denoted ∂ • (2.4). (V(t),H(t),V∗(t))t∈[0,T ] form an evolving Hilbert triple
(Def. 2.4). We also have that (Z0(t),φt |Z0(t))t∈[0,T ] and (Z(t),φt |Z0(t))t∈[0,T ] are compati-
ble pairs. For details see Alphonse, Elliott and Stinner (2015b).

Remark 8.1. For the well posedness of the partial differential equation Prob. 8.3 we require
that the boundary Γ is a C2-hypersurface and that the flow map Φ(·)(·) ∈C2(0,T ;C2(Ω0)).
See Alphonse et al. (2015b) for more details. For the approximation properties we de-
rive we require that Γ is a Ck+2-hypersurface and that Φ(·)(·) ∈Ck+2(0,T ;Ck+2(Ω0)) with
Φt : Ω0→Ω(t) and Φ−t : Ω(t)→Ω both of class Ck+2.

We introduce a signed distance function for the boundary surface Γ(t) = ∂Ω(t). The
oriented signed distance function for Γ(t) is given by

d(x, t) =

{
− inf{|x− y| : y ∈ Γ(t)} for x ∈ Ω̄(t)
inf{|x− y| : y ∈ Γ(t)} otherwise.

For each t ∈ [0,T ], we orient Γ(t) by choosing the unit normal ν(x, t) = ∇d(x, t) for x ∈
Γ(t). Our assumptions on Γ(t) imply that there exists a neighbourhood N (t) of Γ(t) and
normal projection operator p(·, t) : N (t)→ Γ(t) given as the unique solution of

(8.2) x = p(x, t)+d(x, t)ν(p(x, t), t).

See Gilbarg and Trudinger (1983, Lem. 14.16); Foote (1984) for more details.
The final result we show in this section will be useful in the error analysis of our meth-

ods.

Lemma 8.2 (Narrow band trace inequality). For t ∈ [0,T ], let Bε(t) ⊂ N (t) be the band
given by

Bε(t) = {x ∈Ω(t) :−ε < d(x, t)≤ 0}.
Then there exists a constant c such that for all t ∈ [0,T ],

(8.3) ‖η‖L2(Bε (t)) ≤ cε
1/2 ‖η‖H1(Ω(t)) for all η ∈ H1(Ω(t)).

Proof. The proof for stationary domains in given by Elliott and Ranner (2013, Lem. 4.10)
which can be easily extended to the evolving case. �
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8.2. The initial value problem. We assume that AΩ ∈ C1(ΩT ;R(n+1)×(n+1)) is an (n+
1)× (n+ 1) symmetric diffusion tensor, BΩ ∈ C1(ΩT ;Rn+1) a smooth vector field and
CΩ ∈ C1(ΩT ) is a smooth scalar field. We assume that for each t ∈ [0,T ], AΩ(·, t) is
uniformly positive definite: There exists a0 > 0 such that for all t ∈ [0,T ]

AΩ(·, t)ξ ·ξ ≥ a0 |ξ |2 for all ξ ∈ Rn+1.

We consider the initial value problem

Problem 8.3. Find u such that

∂
•u+∇ · (BΩu)−∇ · (AΩ∇u)+CΩu+(∇ ·w)u = 0 on Ω(t)(8.4a)

(−BΩu+AΩ∇u) ·ν = 0 on Γ(t)(8.4b)

u(0) = u0 on Ω0.(8.4c)

Remark 8.4. The problem (1.4) is recovered by setting AΩ = a Ω,BΩ = b Ω−w and CΩ =
c Ω.

Transport formulae. The following transport formulae hold on portions {ω(t)⊆Ω(t)}t∈[0,T ]
of the domain {Ω(t)}t∈[0,T ], which follow the flow ω(t) =Φt(ω(0)) for t ∈ [0,T ], and have
Lipschitz boundaries at each time. :-

• For η ,ζ ∈C1
H by

(8.5)
d
dt

∫
ω(t)

ηζ dx =
∫

ω(t)
∂
•
ηζ +∂

•
ηζ dx+

∫
ω(t)

ηζ ∇ ·wdx.

• For η ,ζ ∈C1
V , we have the identity

(8.6)

d
dt

∫
ω(t)

AΩ∇η ·∇ζ dx =
∫

ω(t)
AΩ∇∂

•
η ·∇ζ +AΩ∇η ·∇∂

•
ζ dx

+
∫

ω(t)
B(w,AΩ)∇η ·∇ζ dx,

where B(w,AΩ) is given by

(8.7) B(w,AΩ) = ∂
•AΩ +∇ ·wAΩ−2D(w,AΩ)

and D(w,AΩ) is the rate of deformation tensor

D(w,AΩ)i j =
1
2

n+1

∑
k=1
{(AΩ)ik(∇)kw j +(AΩ) jk(∇)kwi} for i, j = 1, . . . ,n+1.

• For η ∈C1
H, ζ ∈C1

V , we have

(8.8)

d
dt

∫
ω(t)

BΩη ·∇ζ dx =
∫

ω(t)
{BΩ∂

•
η ·∇ζ +BΩη ·∇∂

•
ζ}dx

+
∫

ω(t)
Badv(w,BΩ)η ·∇ζ dx,

where Badv(w,BΩ) is given by

Badv(w,BΩ) = ∂
•BΩ +BΩ∇ ·w−

n+1

∑
j=1

(BΩ) j(∇) jw.
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8.3. The bilinear forms and transport formulae. We define

m(t;η ,ζ ) :=
∫

Ω(t)
ηζ dx η ,ζ ∈H(t)

g(t;η ,ζ ) :=
∫

Ω(t)
ηζ ∇ ·wdx η ,ζ ∈H(t)

a(t;η ,ζ ) := as(t;η ,ζ )+an(t;η ,ζ ) η ,ζ ∈ V(t)

as(t;η ,ζ ) :=
∫

Ω(t)
AΩ∇η ·∇ζ +CΩηζ dx η ,ζ ∈ V(t)

an(t;η ,ζ ) :=
∫

Ω(t)
BΩη ·∇ζ dx η ∈H(t),ζ ∈ V(t).

We can apply (8.5), (8.6) and (8.8) to see that we have the transport laws

d
dt

m(t;η ,ζ ) = m(t;∂
•
η ,ζ )+m(t;η ,∂ •ζ )+g(t;η ,ζ ) for all η ,ζ ∈C1

H

(8.9)

d
dt

as(t;η ,ζ ) = as(t;∂
•
η ,ζ )+as(t;η ,∂ •ζ )+bs(t;η ,ζ ) for all η ,ζ ∈C1

V

(8.10)

d
dt

an(t;η ,ζ ) = an(t;∂
•
η ,ζ )+an(t;η ,∂ •ζ )+bn(t;η ,ζ ) for all η ∈C1

H,ζ ∈C1
V ,

(8.11)

with the new forms

bs(t;η ,ζ ) =
∫

Ω(t)
BΩ(w,AΩ)∇η ·∇ζ +(∂ •C +CΩ∇ ·w)ηζ dx for η ,ζ ∈ V(t)

bn(t;η ,ζ ) =
∫

Ω(t)
Badv(w,BΩ)η ·∇ζ dx for η ∈H(t),ζ ∈ V(t),

where

BΩ(w,AΩ) := ∂
•AΩ +∇ ·wAΩ−2Dh(w)

Badv(w,BΩ) := ∂
•BΩ +B∇ ·w−

n+1

∑
j=1

(BΩ) j∂x j w,

and D(w) is the rate of deformation tensor:

D(w)i j =
1
2

n+1

∑
l=1

(AΩ)il∂xl w j +(AΩ) jl∂xl wi for i, j = 1, . . . ,n+1.

We define b(t; ·, ·) : V(t)×V(t)→ R to be

b(t;η ,ζ ) := bs(t;η ,ζ )+bn(t;η ,ζ ) for η ,ζ ∈ V(t).

The smoothness assumptions on the coefficients and the velocity imply that g, bs and bn
are uniformly bounded. There exists a constant c > 0 such that

|g(t;η ,ζ )| ≤ c‖η‖H(t) ‖ζ‖H(t) for all η ,ζ ∈H(t)(8.12)

|bs(t;η ,ζ )| ≤ c‖η‖V(t) ‖ζ‖V(t) for all η ,ζ ∈ V(t)(8.13)

|bn(t;η ,ζ )| ≤ c‖η‖V(t) ‖ζ‖V(t) for all η ∈H(t),ζ ∈ V(t).(8.14)
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8.4. Variational formulation. We consider the following variational formulation of (1.4):

Problem 8.5. Given u0 ∈ L2(Ω0), find u ∈W(V,V∗)such that for almost every t ∈ (0,T )
we have

(8.15)
m(t;∂

•u,ζ )+g(t;u,ζ )+a(t;u,ζ ) = 0 for all ζ ∈ H1(Ω(t))

u(0) = u0.

Theorem 8.6. There exists a unique solution u to Prob. 8.5 which satisfies the stability
bound:

sup
t∈[0,T ]

‖u‖2
L2(Ω(t))+

∫ T

0
‖u‖2

H1(Ω(t)) dt ≤ c(T )‖u0‖2
L2(Ω0)

(8.16)

and if u0 ∈ H1(Ω0)

sup
t∈[0,T ]

‖u‖2
H1(Ω(t))+

∫ T

0
‖∂ •u‖2

L2(Ω(t)) dt ≤ c(T )‖u0‖2
H1(Ω0)

.(8.17)

Proof. We simply apply the abstract theory of Thm. 2.15. For Ass. 2.6 and 2.9 we refer
to Alphonse et al. (2015b, Sec. 4 and Sec. 5). Ass. 2.13 is a consequence of Rem. 2.14.
Also Assumptions (M1), (M2), (G1), (G2), (A1), (A2), (A3), (As4), (Bs1), (Bn1), (Bs2)
and (Bn2) hold. It is clear that (M1) and (M2) hold since m(t; ·, ·) is equal to theH(t)-inner
product. Similarly assumptions (G1) and (G2) follow from the transport formula (8.9) and
the boundedness of the velocity. We know that the map t 7→ a(t; ·, ·) is differentiable hence
measurable which shows (A1). The coercivity (A3) and boundedness (As4) of as and
the boundedness of (An4) follow from standard arguments. The existence of the bilinear
forms bs (Bs1) and bn (Bn1) has been shown in (8.10) and (8.11) and the estimates (Bs2)
and (Bn2) are shown in (8.13) and (8.14). �

8.5. Discretisation of the domain and finite element spaces. The first stage in construct-
ing our finite element method is to define an approximate computation domain {Ωh(t)}.
Our construction satisfies that the boundary Lagrange points of Ωh(t) lie on the boundary
of Ω(t) and all Lagrange points evolve with the prescribed velocity w. We will consider
Ωh(t) as an interpolant of Ω(t). We recall k is the order of isoparametric bulk finite el-
ement spaces we wish to use. Throughout the remainder of this section we will denote
global discrete quantities with a subscript h ∈ (0,h0), which is related to element size. We
assume implicitly that these structures exist for each h in this range (see also Rem. 4.11).

We will use the simplical, Lagrangian reference element (K̂, P̂, Σ̂) over order k from
Ex. 4.2. We start by constructing a family of time dependent element reference maps
(Def. 4.30(b)) which will define an evolving conforming subdivision {Th(t)} (Def. 4.32(a))
of an evolving triangulated open domain {Ωh(t)} (Def. 4.32(b)).

Let Ω̃h,0 be a polyhedral approximation of Ω0 equipped with a quasi-uniform, conform-
ing subdivision into simplicies T̃h,0 (see Sec. 4.3 for details). We denote by Γ̃h,0 = ∂ Ω̃h,0.
We restrict that the vertices of Γ̃h,0 lie on the surface Γ0. We assume that the normal projec-
tion operator (8.2), p(·,0) is a homomorphism from Γ̃h,0 onto Γ0. More precisely, for each
K̃ ∈ T̃h,0, there exists an affine map K̂→ Rn+1 which satisfies the assumption of Def. 4.4
so that we can define a bulk finite element (K̃, P̃, Σ̃) using (4.3). We assume the Lagrange
points satisfy (4.19).

We extend p to construct a bijection Ψh : Ω̃h,0→ Ω̄0 which we will define element-wise.
A similar construction is used by Elliott and Ranner (2013). We first decompose T̃h,0
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into boundary elements, which have more than one vertex on the boundary, and interior
elements. For an interior element K̃ ∈ T̃h,0, we define

Ψh(x̃) = x̃ for x̃ ∈ K̃.

Otherwise, let K̃ be a boundary element and consider x̃∈ K̃. Denote by {ãi}n+2
i=1 the vertices

of K̃ ordered so that {ãi}L
i=1 lie on Γ0 (recall that Ω(t) ⊂ Rn+1). First, decompose x̃ into

barycentric coordinates:

x̃ =
n+2

∑
j=1

µ j(x̃)ã j.

We introduce the function µ∗(x̃) and the singular set σ by

µ
∗(x̃) =

L

∑
j=1

µ j(x̃), σ = {x̃ ∈ K̃ : µ
∗(x̃) = 0}.

The scalar µ∗ represents how far we are from Γ̃h,0 with µ∗ = 1 on Γh. Note that we have
0≤ µ∗ ≤ 1. The set σ is the set of points in K̃ furthest from Γ̃h,0. If x̃ 6∈ σ , we denote the
projection onto Γ̃h,0∩ K̃ by y(x̃). We see that y(x̃) is given by

y(x̃) =
L

∑
j=1

µ j(x̃)

µ∗(x̃)
ã j.

Then, we define Ψh|K̃ by

Ψh|K̃(x̃) =

{
x̃+(µ∗(x̃))k+2(p(y(x̃),0)− y(x̃)) if x̃ 6∈ σ

x̃ otherwise.

Remark 8.7. This mapping takes points on Γ̃h,0 onto Γ0, since here µ∗ = 1 and y(x̃) = x̃
and we recover Ψh(x̃) = p(x̃,0). Points in σ remain unchanged by this mapping, since
µ∗ = 0 here and furthermore the power k+ 2 on µ∗ ensures that the mapping is Ck+1 on
the closed domain K̃.

We write Ĩ for interpolation over (K̃, P̃, Σ̃) (4.12) and define an initial element reference
map FK0 : K̂→ Rn+1 by

FK0(x̂) = [ĨΨh](FK̃(x̂)) for x̂ ∈ K̂.

We call the union of all domains K constructed in this way Th,0, which is a conforming
subdivision (Def. 4.14(d)), and call the union of element domains Ωh,0, which is a trian-
gulated bulk domain (Def. 4.14(a)). Finally, we call {ai}N

i=1 the Lagrange nodes of Ωh,0

which satisfy (4.19) since Lagrange points on the boundaries of each element K̃ are not
moved by Ψh. An example of domains constructed using the above are shown in Fig. 8.1.

To complete the construction, for K0 ∈Th,0, we consider the discrete domain K(t) given
by the discrete flow ΦK

t : K0→ K(t) defined by

Φ
K
t |K0 = IK0 [Φt(Ψh(·))],

which is a bijection onto its image for h small enough. We denote its inverse by ΦK
−t . Using

(4.22) ΦK
t defines an evolving reference element map and with (4.3) we have a bulk finite
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FIGURE 8.1. Examples of collections of isoparametric bulk finite ele-
ments. In each example we have four finite elements which approximate
the unit disc in R2. The element domains are shown in red and the La-
grange points in blue. From left to right we use k = 1,2,3,4.

element (K(t),P(t)K ,Σ(t)K) (Def. 4.30(a)). We call the set of such domains at each time
Th(t) and we define Ωh(t) by

Ωh(t) :=
⋃

K(t)∈Th(t)

K(t),

and write a global discrete flow map Φh
t : Ωh,0→Ωh(t) defined element-wise by Φh

t |K0 :=
ΦK

t (Def. 4.32(c)). By h we denote the maximum mesh diameter over time (4.24):

h := max
t∈[0,T ]

max
K(t)∈Th(t)

diam(K̃(t)).

We introduce the Hilbert spacesHh(t) :=L2(Ωh(t)) and Vh(t) :=H1
T (Th(t)) (c.f. Lem. 4.20).

Since Φh
t is a globally continuous function, it is clear that the Lagrange points in each ele-

ment satisfy (4.25). We define a global discrete function space (Def. 4.34(a)) by

(8.18) Sh(t) :=
{

χh = (χh)K(t)∈Th(t) ∈ ∏
K∈Th(t)

{
χ̂ ◦F−1

K(t) : χ̂ ∈ Pk(K̂)
}

:

χK(a(t)) = χK′(t) for all K(t),K′(t) ∈T (a(t)), for all a(t) ∈Nh(t)
}
.

Using Lem. 4.23 we can identify elements in Sh(t) as continuous functions and Sh(t) ⊂
Vh(t).

We will assume that this construction results in a uniformly quasi-uniform evolving sub-
division {Th(t)}t∈[0,T ] (Def. 4.35(c)) - that is that the velocity w is such that the simplicies
in Th(t) do not become too distorted. In order to show the result of this construction sat-
isfies the other assumptions we require we first state a result shown by Elliott and Ranner
(2013):

Lemma 8.8 (Prop. 4.4, Elliott and Ranner 2013). The mapping ΨK = Ψh|K̃ is of class
Ck+1 when restricted to each element K̃ ∈ T̃h,0 and the composed map ΨK ◦FK̃ satisfies

(8.19)
∥∥∇

m(ΨK ◦FK̃−FK̃)
∥∥

L∞(K̂)
≤ ch2 for 0≤ m≤ k+1.

Proposition 8.9. The space {Sh(t)}t∈[0,T ] defined by the above construction is an evolving
bulk finite element space consisting of k-surface finite elements over a uniformly k-regular
evolving subdivision.
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Proof. Let K(t) be a single element in Th(t). We can write the element parametrisation
FK(t) as

FK(t)(x̂) = Φ
K
t (FK0(x̂))

= Φ
K̃
t (FK̃0

(x̂))+
(
Φ

K
t (FK0(x̂))−Φ

K̃
t (FK̃0

(x̂))
)
,

where ΦK̃
t is the flow map from K̃0 = FK̃0

(x̂) defined as the piecewise linear interpolant of

ΦK
t . We note that x̂ 7→ΦK̃

t (FK̃0
(x̂)) is linear so we define the splitting

FK(t)(x̂) = Φ
K̃
t (FK̃0

(x̂))︸ ︷︷ ︸
=: AK(t)x̂+bK(t)

+
(
Φ

K
t (FK0(x̂))−Φ

K̃
t (FK̃0

(x̂))
)︸ ︷︷ ︸

=: ΦK(t)(x̂)

.

Since ΦK
t (FK0(·)) and ΦK

t (FK̃(FK̃0
(·))) agree at the vertices of K̂, we have that ΦK

t (FK̃(·))
is a linear interpolant of ΦK

t (FK0(·)) over K̂. Thus, we infer that∣∣∣∇x̂

(
Φ

K
t (FK0(x̂))−Φ

K
t (FK̃0

(x̂))
)∣∣∣= ∣∣∇x̂

(
Φ

K
t (FK0(x̂))− Î1Φ

K
t (FK0(x̂))

)∣∣
≤ c
∥∥Φ

K
t (FK0(·))

∥∥
W 2,∞(K̂)

≤ ch2
K
∥∥Φ

K
t
∥∥

W 2,∞(K0)
.

Here, we have used the notation Î1 for piecewise linear interpolation over K̂ and applied
the Bramble-Hilbert Lemma (Lem. 4.3) and the rescaling (4.10).

Hence we have

CK(t) = sup
x̂∈K̂

∥∥∥∇DK(x̂, t)A
†
K

∥∥∥≤ ch2
K
∥∥Φ

K
t
∥∥

W 2,∞(K0)

∥∥∥A†
K

∥∥∥≤ c
h2

K
ρK

∣∣ΦK
t
∣∣
W 2,∞(K0)

.

Since we have assumed that {Th(t)}t∈[0,T ] is uniformly quasi-uniform we see that h2
K/ρK is

uniformly bounded, it remains to show that
∣∣ΦK

t
∣∣
W 2,∞(K0)

is uniformly bounded. However,

this follows from the definition of Φh
t and the smoothness of ΨK (8.19) and the smooth

flow map Φt . Therefore, for hK sufficiently small, CK(t) < 1.
To show the higher order bounds, we compute similarly that for 2≤ m≤ k+1

|∇m
x̂ FK(x̂)|

≤
∣∣∇m

x̂ (AK(t)x̂+bK(t))
∣∣+ ∣∣∣∇m

x̂

(
Φ

K
t (FK0(x̂))−Φ

K
t (FK̃0

(x̂))
)∣∣∣

=
∣∣∇m

x̂
(
Φ

K
t (FK0(x̂))− Î1Φ

K
t (FK0(x̂))

)∣∣
≤ c
∥∥Φ

K
t (FK0(·))

∥∥
W m,∞(K̂)

≤ chm
K
∥∥Φ

K
t
∥∥

W m,∞(K0)
.

Hence, we see that

sup
x̂∈K̂
|∇mFK(x̂)|‖AK‖−m ≤ chm

K ‖AK‖−m∥∥Φ
K
t
∥∥

W m,∞(K0)
≤ c
(

hK

ρK

)m∥∥Φ
K
t
∥∥

W m,∞(K0)
.

In the final inequality, we use that ‖AK‖−1 ≤
∥∥A−1

K

∥∥≤ ρ
−1
K . The bounds on Cm(K(t)) then

follow since we have assumed that the mesh is uniformly quasi-uniform and that ΦK
t is

sufficiently smooth. �
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The element flow map ΦK
t defines a velocity on each element WK (Def. 4.30(c)) by

d
dt

Φ
K
t (·) =WK(Φ

K
t (·), t) for t ∈ [0,T ].

This can be combined into a global velocity Wh (4.32(d)). We note that the global velocity
is determined purely by the velocity of the vertices {ai(t)}N

i=1:

(8.20) Wh(x, t) =
N

∑
i=1

w(ai(t), t)χi(x, t) for x ∈Ωh(t).

We also have a discrete push forward map φ h
t (Def. 4.32(e)) for ηh : Ωh,0→ R given by

φ
h
t (ηh)(x) = ηh(Φ

h
−t(x)), for x ∈Ωh(t), t ∈ [0,T ].

Since we have constructed a uniformly k-regular mesh, we infer that (Hh(t),φ h
t )t∈[0,T ] is a

compatible pair (Lem. 4.36) so we may define the space C1
Hh

(2.2) and a discrete material
derivative by (3.3):

∂
•
h ηh = φ

h
t

(
d
dt

(
φ

h
−tηh

))
for ηh ∈C1

Hh
.

We note that the pairs (Vh(t),φ h
t |Vh(t))t∈[0,T ] and (Sh(t),φ h

t |Sh(t))t∈[0,T ] are also compatible
(Lem. 4.36 and Rem. 4.37) so we may also define the spaces C1

Vh
and C1

Sh
.

Lemma 8.10. For t ∈ [0,T ] and for each K(t) ∈ Th(t), let A K
Ω

be a smooth, positive-
definite, diffusion tensor on K(t) and BK

Ω
be a smooth vector field on K(t) for each K(t) ∈

Th(t) and t ∈ [0,T ]. For ηh ∈C1
Hh

we have the transport formula:

d
dt

∫
Ωh(t)

ηh dx = ∑
K(t)∈Th(t)

∫
K(t)

∂
•
h ηh +ηh∇ ·Wh dx.(8.21)

Furthermore for ηh,ζh ∈C1
Vh

we have

d
dt ∑

K(t)∈Th(t)

∫
K(t)

A K
Ω ∇ηh ·∇ζh dx(8.22)

= ∑
K(t)∈Th(t)

∫
K(t)

A K
Ω ∇∂

•
h ηh ·∇ζh +A K

Ω ∇ηh ·∇∂
•
h ζh dx

+ ∑
K(t)∈Th(t)

∫
K(t)
BK(WK ,A

K
Ω )∇ηh ·∇ηh dx,

and for ηh ∈C1
Vh
,ζh ∈C1

Hh

d
dt ∑

K(t)∈Th(t)

∫
K(t)

BK
Ωηh ·∇ζh dx(8.23)

= ∑
K(t)∈Th(t)

∫
K(t)

BK
Ω(∂

•
h ηh ·∇ζh +ηh ·∇∂

•
h ζh)dx

+ ∑
K(t)∈Th(t)

∫
K(t)
Badv,K(WK ,B

K
Ω)ηh ·∇ζh dx,
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where BK and Badv,K are given by

BK(WK ,A
K

Ω ) = ∂
•
KA K

Ω +∇ ·WKA K
Ω −2Dh(Wh)

Badv,K(WK ,B
K
Ω) = ∂

•
KBK

Ω +BK
Ω∇ ·WK−

n+1

∑
j=1

(BK
Ω) j(∇) jWK ,

and Dh is the rate of deformation tensor

Dh(Wh)i j =
1
2

n+1

∑
k=1

(A K
Ω )ik(∇)k(WK) j +(A K

Ω ) jk(∇)k(WK)i for i, j = 1, . . . ,n+1.

Proof. We note that the left hand side maybe decomposed into individual elements then
apply (8.5), (8.6) and (8.8) on each element. �

8.6. Construction of the lifted finite element space. We construct a bijection between
the computation domain Ωh(t) and the continuous problem domain Ω(t) which we will
call the lifting operator. We do this using a similar construction to Ψh used to define Ωh(t)
at the start of Sec. 8.5. It will again be based on using an extension of the normal projection
operator used as a lifting operator in Sec. 9.6.

Fix t ∈ [0,T ]. We wish to construct a bijection Λh(·, t) : Ωh(t)→ Ω̄(t) which we will
define element-wise. We decompose Th(t) into boundary elements, which have more than
one vertex on the boundary, and interior elements. For an interior element K(t) ∈ Th(t),
we define

Λh(x, t) = x for x ∈ K(t).
Otherwise, let K(t) be a boundary element and consider x ∈ K(t). Denote by {ai(t)}n+2

i=1
the vertices of K(t) ordered so that {ai(t)}L

i=1 lie on Γ(t). We recall that the element K(t)
is given by a parametrisation FK over a reference element K̂ so that, fixing a point x ∈ K,
we can define points x̂ and vertices {âi}n+2

i=1 in K̂ by

x = FK(x̂, t) and ai(t) = FK(âi, t) for 1≤ i≤ n+2.

We decompose x̂ into barycentric coordinates on K̂:

x̂ =
n+2

∑
i=1

µ̂ i(x̂)âi.

We introduce the function µ̂
∗(x̂) and the singular set σ̂ by

µ̂
∗(x̂) =

L

∑
i=1

µ̂ i(x̂), σ̂ = {x̂ ∈ K̂ : µ̂
∗(x̂) = 0}.

Again, we note that 0≤ µ̂
∗ ≤ 1, |Dx̂µ̂

∗| ≤ 1 and Dm
x̂ µ̂
∗ = 0 for m≥ 2. If x 6∈ FK(σ̂ , t), we

denote the projection onto Γh(t)∩K(t) by y(x, t) given by

(8.24) y(x̂, t) = FK(ŷ(x̂), t), ŷ(x̂) =
L

∑
i=1

µ̂ i(x̂)
µ̂
∗(x̂)

âi.

We then define Λh(·, t)|K(t) by

(8.25) Λh(·, t)|K(t)(x) =

{
x+(µ̂∗(x̂))k+2(p(y(x, t), t)− y(x, t)) if x 6∈ FK(σ̂ , t)
x otherwise.

The lifting map Λh induces a lifted subdivision {T `
h (t)}t∈[0,T ] given as the set of all ele-

ments
K`(t) := ΛK(K(t), t) for all K(t) ∈Th(t).
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Remark 8.11. The ideas behind this construction are similar to the construction of Ψh. See
Rem. 8.7 for more discussion and also Lem. 8.12.

We next follow a sequence of calculations to show the properties of Λh. These estimates
are based on previous work by Bernardi (1989) and Elliott and Ranner (2013). It is useful
to recall the following Faá di Bruno formula (Bernardi, 1989, Eq. 2.9) for two smooth
functions f ,g

(8.26) ∇
m( f ◦g) =

m

∑
r=1

∇
r f

(
∑

i∈E(m,r)
ci

m

∏
q=1

(∇qg)iq

)
,

where {ci} are constants and E(m,r) is the set given by

E(m,r) =

{
i ∈ Nm :

m

∑
q=1

iq = r and
m

∑
q=1

qiq = m

}
.

We wish to calculate derivatives of Λh of order m for m ≤ k+ 1. A direct calculation
shows that

‖Dm
x̂ ŷ‖L∞(K̂\σ̂) ≤

c
(µ̂∗(x̂))m ,

for a constant c independent of x̂ and K(t). Then, we have that

(8.27)

‖∇m
x̂ y(·, t)‖L∞(K̂\σ̂) ≤ c

m

∑
r=1
‖∇r

x̂FK(·, t)‖L∞(K̂)

(
∑

i∈E(m,r)

m

∏
q=1

∥∥∇
q
x̂ ŷ
∥∥iq

L∞(K̂\σ)

)

≤
m

∑
r=1

hr
K

(µ̂∗(x̂))m ≤ c
hK

(µ̂∗(x̂))m ,

where in the second line, we have used that K is a k-surface finite element so

‖∇r
x̂FK(·, t)‖L∞(K̂) ≤ c‖AK‖r ≤ chr

K .

Next, applying (8.26) and (8.27), we have∥∥∇
m
x̂
(

p(y(·, t), t)− y(·, t)
)∥∥

L∞(K̂\σ̂)
≤ c

m

∑
r=1

∥∥∇
r
y
(

p(·, t)− Id)
∥∥

L∞(K(t))

hr
K

(µ̂∗(x̂))m .

Using a similar geometric construction to Lem. 9.10, we have∥∥∇
r(p(·, t)− Id)

∥∥
L∞(K(t)) = ‖∇

rd‖L∞(K(t)) ≤ chk+1−r
K .

Hence, we infer that∥∥∇
m
x̂
(

p(y(·, t), t)− y(·, t)
)∥∥

L∞(K̂\σ̂)
≤ c

hk+1
K

(µ̂∗(x̂))m .

Finally, using the Leibniz formula and the properties of µ̂
∗, we have∣∣∣∇m

x̂
(
(µ̂∗(x̂))k+2(p(y(x, t), t)− y(x, t))

)∣∣∣
≤ c

m

∑
r=0

(µ̂∗(x̂))k+2−r ∥∥∇
m−r
x̂

(
p(y(·), t)− y(·)

)∥∥
L∞(K̂\σ̂)

≤ c
m

∑
r=0

(µ̂∗(x̂))k+2−r hk+1
K

(µ̂∗(x̂))m−r

≤ chk+1
K (µ̂∗(x̂))k+2−m.
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Lemma 8.12. The lifting function Λh(·, t) : Ωh(t)→ Ω̄(t) is an element-wise Ck+1-diffeomorphism
and satisfies

(8.28) sup
h∈(0,h0)

sup
t∈[0,T ]

‖Λh(·, t)‖W k+1,∞(Th(t))
≤C.

Proof. The first result is clear for all internal elements. Consider a time t ∈ [0,T ] and a
single boundary element K(t)∈Th(t). The smoothness away from σ(t)=FK(σ̂ , t) follows
from the fact that Λh restricted to each element is the composition of smooth functions.
The above calculations, combined with (4.11) and (4.9b), show that for x = FK(x̂, t) ∈
K(t)\σ(t),

(8.29)
∣∣∇m

Λh|K(t)(x, t)− Id
∣∣ ≤ c

ρm
K

∣∣∇m
Λh|K(t)(FK(x̂, t), t)− Id

∣∣ ≤ c
hk+1

K
ρm

K
|(µ̂∗(x̂))m| .

The mapping Λh is of class Ck+1 on K(t)\σ(t) with derivatives of order less than or equal
to k+ 1 tending to zero when x tends to a point in σ(t). Hence, it can be extended to a
Ck+1 mapping on K(t). �

Lemma 8.13. Furthermore, we have that the lifted triangulation {T `
h (t)}t∈[0,T ] is a uni-

formly k-regular evolving subdivision (Def. 4.35(b)).

Proof. We use the splitting
Λh(x, t) = x+ Λ̃h(x, t),

and write Λ̃K(·, t) = Λ̃h(·, t)|K(t) = (ΛK(x, t)− x). We start by taking m = 1 in (8.29) to
give ∣∣∇m

Λh|K(t)(x, t)− Id
∣∣≤ c

hk+1
K
ρK
|(µ̂∗(x̂))| .

Clearly the right hand side is less than (1−CK)/(1+CK) for hK small enough for a uni-
formly regular subdivision. This inequality can clearly be translated to the required esti-
mate on Λh. �

For t ∈ [0,T ] and a function ηh : Ω̄h(t)→ R, we define its lift η`
h : Ω̄(t)→ R by

η
`
h(Λh(x, t)) = ηh(x) for x ∈Ωh(t).

We will also make use of an inverse lift for functions on Ω̄(t). For η : Ω̄(t)→R, we define
the inverse lift of η , denoted by η−` : Ω̄h(t)→ R by

η
−`(x) = η(Λh(x, t), t) for x ∈Ωh(t).

Lemma 8.14. Let ηh ∈Hh(t) and denote its lift by η`
h. Then there exists constants c1,c2 >

0 such that

c1

∥∥∥η
`
h

∥∥∥
H(t)
≤ ‖ηh‖Hh(t) ≤ c2

∥∥∥η
`
h

∥∥∥
H(t)

(8.30)

c1

∥∥∥η
`
h

∥∥∥
V(t)
≤ ‖ηh‖Vh(t) ≤ c2

∥∥∥η
`
h

∥∥∥
V(t)

if ηh ∈ Vh(t).(8.31)

Proof. We apply Prop. 5.8 and Lem. 8.13. �

For each K(t) ∈ Th(t), we use Def. 5.1 to construct an associated lifted bulk finite
element (K`(t),P`(t),Σ`(t)). We assume that the domains {Ωh(t)}t∈[0,T ] are such that the
set of lifted element domains T `

h (t) defines an exact decomposition of Ω(t) (Def. 5.7(a))



82 C. M. ELLIOTT AND T. RANNER

for each t ∈ [0,T ]. For t ∈ [0,T ], we define the space of lifted functions to be S`h(t) given
by (c.f. (3.17))

S`h(t) := {χ`
h : χh ∈ Sh(t)}.

Using the lift Λh and the discrete flow Φh
t , we can define the lifted flow map Φ`

t
(Def. 5.11(a)), lifted discrete velocity wh (Def. 5.11(b)) and lifted push forward maps φ `

t
(Def. 5.11(c)). The results of Lem. 8.13 imply with Prop. 5.13 that (H(t),φ `

t )t∈[0,T ] and
(V(t),φ `

t |V0)t∈[0,T ] and (S`h(t),φ `
t |S`

h,0
)t∈[0,T ] form compatible pairs (Def. 2.2). We will use

the notations C1
(H,φ `)

and C1
(V,φ `)

for the spaces of functions smoothly evolving in time (2.2)

with respect to the push-forward map φ `
t in H(t) and V(t) respectively. We may define a

lifted strong material derivative (3.15):

∂
•
` η = φ

`
t

(
d
dt

(
φ
`
−tη

))
for η ∈C1

(H,φ `)
.

Lemma 8.15. The flow map Φ`
t induces a new transport formula on {Ω(t)}. For η ∈

C1
(H,φ `)

we have

(8.32)
d
dt

∫
Ω(t)

η dx = ∑
K`(t)∈T `

h (t)

∫
K`(t)

∂
•
` η +η∇ ·wh dx.

Let AΩ be a smooth, positive-definite, diffusion tensor on Ω(t) and BΩ be a smooth vector
field on Ω(t) for all t ∈ [0,T ]. Furthermore, we have for η ,ζ ∈C1

(V,φ `)

(8.33)
d
dt

∫
Ω(t)

AΩ∇η ·∇ζ dx

= ∑
K`(t)∈T `

h (t)

∫
K`(t)

AΩ (∇∂
•
` η ·∇ζ +∇η ·∇∂

•
` ζ )+BK`(wK ,AΩ)∇η ·∇ζ dx

and for η ∈C1
(V,φ `)

,ζ ∈C1
(H,φ `)

we have

(8.34)
d
dt

∫
Ω(t)

BΩη ·∇ζ dx

= ∑
K`(t)∈T `

h (t)

∫
K`(t)

BΩ (∂ •` η ·∇ζ +η ·∇∂
•
` ζ )+BK`,adv(wK ,BΩ)η ·∇ζ dσ ,

where BK` and BK`,adv are defined as in Lem. 8.10.

Proof. We note that the left hand side may be decomposed into individual elements then
apply (8.5), (8.6) and (8.8) on each element. �

For the later analysis, we will also require bounds on the time derivative of Λh. We
consider an element K(t) ∈ Th(t) and the trajectory of a point X(t) which follows the
velocity field Wh. From the definition of Wh, we have that

X(t) = FK(x̂, t), x̂ =
n+2

∑
j=1

µ̂ jâi.

In particular, the barycentric coordinate representation of X(t) does not depend on time.
Therefore, writing x = X(t) and using y from (8.24), we have

∂
•
h y(x, t) =

d
dt

y(X(t), t) =
d
dt

FK(ŷ(x̂), t) =
∂FK

∂ t
(ŷ(x̂), t) =Wh(y(x, t), t).
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Then we can compute that if K(t) is a boundary element, recalling the definition of Λh
(8.25), we have

∂
•
h Λh|K(t)(x, t) =

d
dt

Λh|K(t)(X(t), t)

=

{
Wh(x, t)+(µ̂∗(x))k+2

(
∂ p
∂ t (y, t)+∇p(y, t)Wh(y(x, t), t)−Wh(y(x, t), t)

)
if x 6∈ FK(σ̂ , t)

0 otherwise

=

{
Wh(x, t)+(µ̂∗(x))k+2

((
Wh(y, t)−w(y, t)

)
·ν(y, t)ν(y, t)−d(y, t)ν t(y, t)

)
if x 6∈ FK(σ̂ , t)

0 otherwise.

A similar calculation to those prior to Lem. 8.12 show that for m≤ k+1

(8.35) ‖∂ •h Λh(·, t)−Wh(·, t)‖W m,∞(K(t)) ≤ chk+1−m
K (µ̂∗(x̂))k+1−m ≤ chk+1−m

K .

This follows by using the smoothness of the surface Γ(t) along with the fact that Wh is an
interpolant of w (Cor. 5.10).

We conclude this section by showing some geometric estimates arising from the use of
the lifting function Λh.

Lemma 8.16. Under the above assumptions, we have the estimates that

sup
t∈[0,T ]

‖∇Λh(·, t)− Id‖L∞(Ωh(t))
≤ chk(8.36)

sup
t∈[0,T ]

‖∂ •h ∇Λh(·, t)‖L∞(Ωh(t))
≤ chk.(8.37)

Additionally, writing Jh(·, t) =
√

det
(
(∇Λh(·, t))t(∇Λh(·, t))

)
, we have

sup
t∈[0,T ]

‖Jh(·, t)−1‖L∞(Ωh(t))
≤ chk(8.38)

sup
t∈[0,T ]

‖∂ •h Jh(·, t)‖L∞(Ωh(t))
≤ chk.(8.39)

Proof. We have already shown (8.36) as part of the proof of Lem. 8.12. Inequality (8.38)
then follows by a result of (Ipsen and Rehman, 2008, Cor. 2.11).

To show the time derivative bounds, we note that for each K(t) ∈Th(t) we can write

∂
•
Kηh(x, t) = ∂tηh(x, t)+WK(x, t) ·∇ηh(x, t) for x ∈ intK(t).

Then we can compute, for i = 1, . . . ,n+1

∂
•
h ∂xiΛh = (∂xiΛh)t +

n+1

∑
j=1

∂x j ∂xiΛh(Wh) j

= ∂xi(∂tΛh)+∂xi

(
n+1

∑
j=1

∂x j Λh(Wh) j

)
−

n+1

∑
j=1

∂x j Λh∂xi(Wh) j

−
n+1

∑
j=1

∂xi∂x j Λh(Wh) j +
n+1

∑
j=1

∂xi∂x j Λh(Wh) j.

Hence we have that (up to a set of measure zero)

∂
•
h ∇Λh = ∇∂

•
h Λh− (∇Wh)(∇Λh).
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Then applying (8.35), (8.36) together with Lem. 8.18, we have

‖∂ •h ∇Λh‖L∞(Ωh(t))
≤ ‖∇(∂ •h Λh−Wh)‖L∞(Ωh(t))

+‖∇Wh(Id−∇Λh)‖L∞(Ωh(t))

≤ chk +‖∇Wh‖L∞(Ωh(t)) chk ≤ chk.

This shows (8.37).
For (8.39) we have, applying (8.36) and (8.37), that∣∣∣∣∂ •h√det

(
∇Λh(x, t)t∇Λh(x, t)

)∣∣∣∣
=

∣∣∣∣12
√

det
(
∇Λh(x, t)t∇Λh(x, t)

)
trace

((
∇Λh(x, t)t

∇Λh(x, t)
)−1

∂
•
h
(
∇Λh(x, t)t

∇Λh(x, t)
))∣∣∣∣

≤ c‖∂ •h ∇Λh‖ ≤ chk. �

8.7. The discrete problem and stability. The practical finite element method is based
on the variational formulation (2.12) of Prob. 8.5. We introduce a element-wise smooth
(n+1)× (n+1)-diffusion tensor A h

Ω
, an element-wise smooth (n+1) dimensional vector

field Bh
Ω

and an element-wise smooth scalar field C h
Ω

. We will use the notation A K
Ω

:=
A h

Ω
|K(t),B

K
Ω

:=Bh
Ω
|K(t) and C K

Ω
:=C h

Ω
|K(t), for all K(t)∈Th(t), which we assume satisfy:

sup
h∈(0,h0)

sup
t∈[0,T ]

sup
K(t)∈Th(t)

(∥∥A K
Ω

∥∥
L∞(K(t))+

∥∥BK
Ω

∥∥
L∞(K(t))+

∥∥C K
Ω

∥∥
L∞(K(t))

)
≤C.

We assume that A K
Ω

is uniformly positive definite: There exists ā0 > 0 such that for all
h ∈ (0,h0), t ∈ [0,T ] and K(t) ∈Th(t)

A K
Ω (t, ·)ξ ·ξ ≥ ā0 |ξ |2 for all ξ ∈ Rn+1.

Problem 8.17. Given Uh,0 ∈ Sh,0, find Uh ∈C1
Sh

such that for every t ∈ [0,T ]

(8.40)
d
dt

mh(t;Uh,ζh)+ah(t;Uh,ζh) = mh(t;Uh,∂
•
h ζh) for all ζh ∈C1

Sh

Uh(·) =Uh,0,

where we have

mh(t;ηh,ζh) =
∫

Ωh(t)
ηhζh dx for ηh,ζh ∈Hh(t)

ah(t;ηh,ζh) = ∑
K(t)∈Th(t)

∫
K(t)

A K
Ω ∇ηh ·∇ζh +BK

Ωηh ·∇ζh +C K
Ω ηhζh dx for ηh,ζh ∈ Vh(t).

To show the properties of these bilinear forms we require one further lemma:

Lemma 8.18. The discrete velocity Wh of the discrete evolving domain {Ωh(t)} is uni-
formly bounded in W 1,∞(Ωh(t)). That is, there exists a constant C > 0 such that for all
h ∈ (0,h0)

(8.41) sup
t∈[0,T ]

‖Wh‖W 1,∞(Th(t)) ≤C.

Proof. The bound follows using the characterisation (8.20) by using the interpolation
bound shown in Cor. 5.10. �

We have a transport formula for the domain {Ωh(t)}.
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Lemma 8.19. There exists bilinear forms gh(t; ·, ·) : Hh(t)×Hh(t)→R, and bh(t; ·, ·) : Vh(t)×
Vh(t)→ R such that

d
dt

mh(t;ηh,ζh) = mh(t;∂
•
h ηh,ζh)+mh(t;ηh;∂

•
h ζh)+gh(t;ηh,ζh) for ηh,ζh ∈C1

Hh

(8.42a)

d
dt

ah(t;ηh,ζh) = ah(t;∂
•
h ηh,ζh)+ah(t;ηh;∂

•
h ζh)+bh(t;ηh,ζh) for ηh,ζh ∈C1

Vh
,

(8.42b)

where

gh(t;ηh,ζh) :=
∫

Ωh(t)
ηhζh∇ ·Wh dx,

and

bh(t;ηh,ζh) := ∑
K(t)∈Th(t)

∫
K(t)
Bh(Wh,A

K
Ω )∇ηh ·∇ζh +Badv,h(Wh,B

K
Ω)ηh ·∇ζh

+(∂ •h C K
Ω +C K

Ω ∇ ·Wh)ηhζh dx.

Furthermore, there exists a constants c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0)
we have

|gh(t;ηh,ζh)| ≤ c‖ηh‖Hh(t)
‖ζh‖Hh(t) for all ηh,ζh ∈Hh(t)

|bh(t;ηh,ζh)| ≤ c‖ηh‖Vh(t)
‖ζh‖Vh(t) for all ηh,ζh ∈ Vh(t).

Proof. The bilinear forms exist due to the more general Lem. 8.10. The estimates follow
from Lem. 8.18. �

Theorem 8.20. There exists a unique solution of the finite element scheme (8.40). The
solution Uh satisfies the stability bound:

(8.43) sup
t∈(0,T )

‖Uh‖2
Hh(t)+

∫ T

0
‖Uh‖2

Vh(t) dt ≤ c
∥∥Uh,0

∥∥2
Hh(t)

.

Proof. We apply the abstract result of Thm. 3.3. It is left to check the required assumptions.
The assumptions on mh, (Mh1) and (Mh2), follow directly since mh is equal to the Hh(t)
inner-product. That t 7→ ah(t; ·, ·) is measurable (Ah1) and the estimates on ah, (Ah2) and
(Ah3) follow in the same manner as Thm. 8.6. The transport formulae and estimates for gh
and bh, (Gh1), (Gh2) (Bh1) and (Bh2), are shown in Lem. 8.19. �

8.8. Error analysis. The space S`h(t) is equipped with the following approximation prop-
erty.

Lemma 8.21. For η ∈ C(Ω(t)) there exists a Lagrangian interpolation operator Ihη ∈
S`h(t) that is well defined. Furthermore, the following bounds hold for constants indepen-
dent of h and time:

‖η− Ihη‖L2(Ω(t))+h‖∇(η− Ihη)‖L2(Ω(t)) ≤ chk+1 ‖η‖Z(t) for η ∈ Z(t)(8.44)

‖η− Ihη‖L2(Ω(t))+h‖∇(η− Ihη)‖L2(Ω(t)) ≤ ch2 ‖η‖Z0(t) for η ∈ Z0(t).(8.45)

Proof. We apply Thm. 5.9. The second result applies the theorem in the obvious way. The
first result applies the theorem with k = 1 noting that P1(K̂)⊂ Pk(K̂) and the inclusions for
Lem. 4.3 still hold. �
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We can also use the lift to define an evolving lifted triangulation. For each t ∈ [0,T ] and
h ∈ (0,h0), we define

T `
h (t) := {K`(t) : K(t) ∈Th(t)}.

The edges of these curvilinear-simplicies evolve with a velocity wh which can be charac-
terised as follows. Let X(t) be the trajectory of a point on Ωh(t) according to the flow Φh

t .
Then we have that

Wh(X(t), t) =
d
dt

X(t).

Now consider a point Y (t) = Λh(X(t), t). The trajectory of Y (t) defines the velocity field
wh by

(8.46) wh(Y (t), t) :=
d
dt

Y (t) = (∂tΛh)(X(t), t)+(∇Λh)(X(t), t)Wh(X(t), t).

Equivalently this means the flow Φ`
t is given by

Φ
`
t∗(y0) = Y (t∗) such that

d
dt

Y (t) = wh(Y (t), t), Y (0) = y0.

Lemma 8.22. The pairs {H(t),φ `
t }t∈[0,T ] and {V(t),φ `

t }t∈[0,T ] are compatible and we may
define a material derivative ∂ •` η for η ∈ C1

(H,φ `)
and transport formula: There exists a

bilinear for g`(t; ·, ·) : H(t)×H(t)→ R given by

g`(t;η ,ζ ) :=
∫

Ω(t)
ηζ ∇ ·wh dx,

such that

(8.47)
d
dt

m(t;η ,ζ ) = m(t;∂
•
` η ,ζ )+m(t;η ,∂ •` ζ )+g`(t;η ,ζ ) for η ,ζ ∈C1

(H,φ `)
,

and there exists a constant c > 0 such that for all t ∈ [0,T ] and h ∈ (0,h0) we have

(8.48) |g`(t;η ,ζ )| ≤ c‖η‖H(t) ‖ζ‖H(t) for all η ,ζ ∈H(t).

Furthermore, we have a new transport formula for the a bilinear form. There exists a
bilinear form b`(t; ·, ·) : V(t)×V(t)→ R given by

b`(t;η ,ζ ) :=
∫

Ω(t)
B(wh,AΩ)∇η ·∇ζ +Badv(wh,BΩ)η ·∇ζ +(∂ •` CΩ +CΩ∇ ·wh)ηζ dx,

such that

(8.49)
d
dt

a(t;η ,ζ ) = a(t;∂
•
` η ,ζ )+a(t;η ,∂ •` ζ )+b`(t;η ,ζ ) for η ,ζ ∈C1

(V,φ `)
,

and there exists a constant c > 0 such that for all t ∈ [0,T ] and h ∈ (0,h0) we have

(8.50) |b`(t;η ,ζ )| ≤ c‖η‖V(t) ‖ζ‖V(t) for all η ,ζ ∈ V(t).

Proof. We simply apply Lem. 8.15. �

The bounds in Lem. 8.16 allow to show some of the abstract error bounds required use
the result of Thm. 3.11.

Lemma 8.23. We have the estimate:

(8.51) |w−wh|L∞(Ω(t))+h |∇(w−wh)|L∞(Ω(t)) ≤ chk+1.
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If η ∈C1
H∩C0

V then η ∈C1
(H,φ `)

and if η ∈C1
V ∩C0

Z0
then η ∈C1

(V,φ `)
. Moreover

‖∂ •η−∂
•
` η‖L2(Ω(t)) ≤ chk+1 ‖η‖H1(Ω(t)) for η ∈C1

V(8.52a)

‖∇(∂ •η−∂
•
` η)‖L2(Ω(t)) ≤ chk ‖η‖H2(Ω(t)) for η ∈C1

Z0
.(8.52b)

Proof. We write for x ∈Ωh(t) that

w(Λh(x, t), t)−wh(Λh(x, t))

=
(
w(Λh(x, t), t)−Wh(x, t)

)
+
(
Wh(x, t)−wh(x, t)

)
=
(
w(Λh(x, t), t)−Wh(x, t)

)
+
(
Wh(x, t)−∂

•
h Λh(x, t)

)
.

This allows us to apply the interpolation theorem (Cor. 5.10) to the embedded velocity with
the estimate (8.35) to achieve the estimate (8.51). The inclusions and bounds (8.52) follow
from a simple calculation finding ∂ •` η−∂ •η for appropriate η and (8.51). �

For the remainder of this section, we will take A h
Ω
= A −`

Ω
, Bh

Ω
= B−`

Ω
and C h

Ω
= C−`

Ω
.

and assume that AΩ is of class C2 in space.

Lemma 8.24. There exists a constant c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0)
the following holds for all ηh,ζh ∈ Vh(t) with lifts η`

h,ζ
`
h :∣∣∣m(t;η

`
h,ζ

`
h)−mh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(8.53) ∣∣∣g`(t;η
`
h,ζ

`
h)−gh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(8.54) ∣∣∣a(t;η
`
h,ζ

`
h)−ah(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(8.55) ∣∣∣b`(t;η
`
h,ζ

`
h)−bh(t;ηh,ζh)

∣∣∣≤ chk
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(8.56) ∣∣∣g`(t;η
`
h,ζ

`
h)−g(t;η

`
h,ζ

`
h)
∣∣∣≤ chk

∥∥∥η
`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(8.57) ∣∣∣b`(t;η
`
h,ζ

`
h)−b(t;η

`
h,ζ

`
h)
∣∣∣≤ chk

∥∥∥η
`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

.(8.58)

For η ,ζ ∈ Z0(t) with inverse lifts η−`,ζ−`, we have∣∣∣a(t;η ,ζ )−ah(t;η
−`,ζ−`)

∣∣∣≤ chk+1 ‖η‖Z0(t) ‖ζ‖Z0(t)(8.59) ∣∣∣b`(t;η ,ζ )−bh(t;η
−`,ζ−`)

∣∣∣≤ chk+1 ‖η‖Z0(t) ‖ζ‖Z0(t)(8.60) ∣∣∣a(t;∂
•
` η ,ζ )−ah(t;∂

•
h η
−`,ζ−`)

∣∣∣≤ chk+1(‖η‖Z0(t)+‖∂
•
η‖Z0(t))‖ζ‖Z0(t) .(8.61)

Proof. We use the notation Jh =
√

det
(
(∇Λh)t(∇Λh)

)
. We note that Λh is the identity

on elements away from the boundary and hence Jh = 1 on these elements. We denote by
[Jh 6= 1] the union of boundary elements where Jh 6= 1 and note that we have

[Jh 6= 1]` := {Λh(x, t) : x ∈ [Jh 6= 1]} ⊂ {x ∈Ω :−h < d(x, t)≤ 0}.

For (8.53), we have ∫
Ω(t)

η
`
hζ

`
h dx =

∫
Ωh(t)

ηhζhJh dx.
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Hence, we have, applying (8.38) and Lem. 8.14, that∣∣∣m(t;η
`
h,ζ

`
h)−mh(t;ηh,ζh)

∣∣∣= ∣∣∣∣∫
Ωh(t)

ηhζh (Jh−1)
∣∣∣∣ dx

≤
∫
[Jh 6=1]

|ηh| |ζh| |Jh−1| dx≤ chk ‖ηh‖Hh(t)

∥∥∥ζ
`
h

∥∥∥
Hh(t)

.

Applying the narrow band trace inequality Lem. 8.2 this can be improved to∣∣∣m(t;η
`
h,ζ

`
h)−mh(t;ηh,ζh)

∣∣∣≤ ∫
[Jh 6=1]

|ηh| |ζh| |Jh−1| dx

≤ c
∣∣∣[Jh 6= 1]`

∣∣∣hk
∥∥∥η

`
h

∥∥∥
L2([Jh 6=1]`)

∥∥∥ζ
`
h

∥∥∥
L2([Jh 6=1]`)

≤ chk+1 ‖ηh‖Vh(t)

∥∥∥ζ
`
h

∥∥∥
Vh(t)

.

Similarly we have∫
Ω(t)

AΩ∇η
`
h ·∇ζ

`
h +BΩη

`
h ·∇ζ

`
h +CΩη

`
hζ

`
h dx

=
∫
[Jh 6=1]

Jh(∇Λh)A
h

Ω(∇Λh)
t
∇ηh ·∇ζh + Jh(∇Λh)B

h
Ωηh ·∇ζh

+ JhC
h
Ωηhζh dx.

Applying (8.36), (8.38) and Lem. 8.14 we can see (8.55). Again, by applying Lem. 8.2 we
show the improved bound in (8.59).

We apply a similar process to the proof of (Ranner, 2013, Lemma 3.3.14) combined
with the results of Lem. 8.16 and the narrow band trace inequality (Lem. 8.2) to show the
estimates (8.54), (8.56) and (8.60).

Finally, (8.57) and (8.58) follow from the estimate (8.51). The bound (8.61) follows
from (8.59), the fact that (∂ •` η)−`= ∂ •h η−` and the estimate (8.52). Indeed we can compute
that ∣∣∣a(t;∂

•
` η ,ζ )−ah(t;∂

•
h η
−`,ζ−`)

∣∣∣
≤
∣∣∣a(t;(∂ •` η−∂

•
η),ζ )−ah(t;(∂ •h η

−`− (∂ •η)−`),ζ−`)
∣∣∣

+
∣∣∣a(t;∂

•
η ,ζ )−ah(t;(∂ •η)−`,ζ−`)

∣∣∣
≤ ch2k ‖η‖Z0(t) ‖ζ‖V(t)+ chk+1 ‖∂ •η‖Z0(t) ‖ζ‖Z0(t) . �

The remaining assumtion to verify is the estimate (B3).

Lemma 8.25. For any t ∈ [0,T ], let z,πhz be as in (3.20) and η = z− πhz then for all
ζ ∈ Z0(t), we have

(8.62) |b(t;η ,ζ )| ≤ c
(
‖η‖H(t)+h‖η‖V(t)+hk+1 ‖z‖Z(t)

)
‖ζ‖Z0(t) .

Proof. The proof is based on a duality argument from Douglas and Dupont (1973). Fix
t ∈ [0,T ]. We use the Hilbert triple ((H1/2(Γ(t)))′,L2(Γ(t)),H1/2(Γ(t))) (at each time
t ∈ [0,T ]) and identify

(8.63) (H1/2(Γ(t)))′〈ξη ,ζ 〉H1/2(Γ(t)) = (η ,ζ )L2(Γ(t)) when η ∈ L2(Γ(t)),ζ ∈ H1/2(Γ(t)).

For any η ∈ H1(Ω(t)), let ξη ∈ H1/2(Γ(t)) be the solution of the variational problem

(ξη ,ζ )H1/2(Γ(t)) = (H1/2(Γ(t)))′〈η ,ζ 〉H1/2(Γ(t)) for all ζ ∈ H1/2(Γ(t)).
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By the trace theorem the trace of η lies in L2(Γ(t)) so that interpreting the duality product
on the right-hand side as an L2(Γ(t)) inner-product (8.63), we see that∥∥ξη

∥∥
H1/2(Γ(t)) = ‖η‖(H1/2(Γ(t)))′(8.64a) ∫

Γ(t)
ξη η dσ = ‖η‖2

(H1/2(Γ(t)))′ .(8.64b)

This is a simple consequence of the trace theorem and the Riesz representation theorem.
As in Sec. 3.3, we introduce κ > 0 such that there exists a constant c > 0 such that

aκ(t;ζ ,ζ ) := a(t;ζ ,ζ )+κm(t;ζ ,ζ )≥ c‖ζ‖2
V(t) for all ζ ∈ V(t).

We wish to estimate η = z−πhz in the (H1/2(Γ(t)))′-norm. We consider the dual problem:
Given ξη , findR(ξη) ∈ H1(Ω(t)) such that

(8.65) aκ(ζ ,R(ξη)) =
∫

Γ(t)
ξη ζ dσ for all ζ ∈ H1(Ω(t)).

The problem is a weak form of an elliptic problem with inhomogenous Neumann boundary
data and has a unique solution which satisfies the regularity estimate (Ladyzhenskaya and
Uraltseva, 1968; Gilbarg and Trudinger, 1983)

(8.66)
∥∥R(ξη)

∥∥
H2(Ω(t)) ≤C

∥∥ξη

∥∥
H1/2(Γ(t)) =C‖η‖(H1/2(Γ(t)))′ ,

for a constant independent of time t.
We see using (8.64b) and ζ = η in (8.65), that

(8.67)

‖η‖(H1/2(Γ(t)))′ =
∫

Γ(t)
ξη η dσ = aκ(η ,R(ξη))= aκ(η ,R(ξη)−IhR(ξη))−aκ(η , IhR(ξη)).

For the first term on the right hand side of (8.67), we apply the boundedness of aκ and the
interpolation estimate (8.45) to see∣∣aκ(η ,R(ξη)− IhR(ξη))

∣∣
≤ c‖η‖H1(Ω(t))

∥∥R(ξη)− IhR(ξη)
∥∥

H1(Ω(t)) ≤ ch‖η‖H1(Ω(t))

∥∥R(ξη)
∥∥

H2(Ω(t)) .

For the second term on the right hand side, we apply the geometric estimates (8.55), (8.53)
and (8.59) and the interpolation estimate (8.45) to see that∣∣aκ(η , IhR(ξη))

∣∣= ∣∣∣aκ(πhz, IhR(ξη))−aκ
h (Πhz, ĨhR(ξη))

∣∣∣
≤
∣∣∣aκ(πhz− z, IhR(ξη))−aκ

h (Πhz− z−`, ĨhR(ξη))
∣∣∣

+
∣∣∣aκ(z, IhR(ξη)−R(ξη))−aκ

h (z
−`, ĨhR(ξη)−R(ξη)

−`)
∣∣∣

+
∣∣∣aκ(z,R(ξη))−aκ

h (z
−`,R(ξη)

−`)
∣∣∣

≤ chk+1 ‖z‖Z0(t)

∥∥R(ξη)
∥∥
Z0(t)

.

Hence, combining the previous estimates and applying the dual regularity (8.66), we infer
that

‖η‖2
(H1/2(Γ(t)))′ ≤ c

(
h‖η‖H1(Ω(t))+hk+1 ‖z‖Z0(t)

)∥∥R(ξη)
∥∥
Z0(t)

≤ c
(

h‖η‖H1(Ω(t))+hk+1 ‖z‖Z0(t)

)
‖η‖(H1/2(Γ(t)))′ ,



90 C. M. ELLIOTT AND T. RANNER

and we have shown that

(8.68) ‖η‖(H1/2(Γ(t)))′ ≤ c
(

h‖η‖H1(Ω(t))+hk+1 ‖z‖Z0(t)

)
.

Returning to (B3), we now see that for η = z−πhz and ϕ ∈ Z0(t) that

|b(t;η ,ζ )| ≤
∣∣∣∣∫

Ω(t)
B(w,AΩ)∇η ·∇ζ dx

∣∣∣∣+ ∣∣∣∣∫
Ω(t)
Badv(w,BΩ)η ·∇ζ dx

∣∣∣∣
+

∣∣∣∣∫
Ω(t)

(∂ •CΩ +CΩ∇ ·w)ηζ dx
∣∣∣∣

=: I1 + I2 + I3.

For I1, using the smoothness of AΩ and the divergence theorem, we have

I1 =
∫

Ω(t)
B(w,AΩ)∇η ·∇ζ dx

=
n+1

∑
i, j=1

∫
Ω(t)
B(w,AΩ)i j∂x j η∂xiζ dx

=
n+1

∑
i, j=1

∫
Ω(t)

∂x j

(
B(w,AΩ)i jη∂xiζ

)
dx−

n+1

∑
i, j=1

∫
Ω(t)

η

n+1

∑
i, j=1

∂x j

(
B(w,AΩ)i j∂iζ

)
dx

=
n+1

∑
i, j=1

∫
Γ(t)

ηB(w,AΩ)i j∂xiζ ν j dσ −
n+1

∑
i, j=1

∫
Ω(t)

η

n+1

∑
i, j=1

∂x j

(
B(w,AΩ)i j∂iζ

)
dx

=: I11 + I12.

We interpret the first term, I11, on the right hand side as the duality pairing between
H1/2(Γ(t)) and its dual (8.63) and apply (8.68) and the trace theorem to see

|I11| ≤ c
n+1

∑
i=1
‖η‖(H1/2(Γ(t)))′ ‖∂xiζ‖H1/2(Γ(t)) ≤ c

(
h‖η‖H1(Ω(t))+hk+1 ‖z‖Z0(t)

)
‖ζ‖Z0(t) .

For I12, we use the smoothness of A and w to see

|I12| ≤ c‖η‖H(t) ‖ζ‖Z0(t) .

Similarly for I2 and I3 we have

|I2|+ |I3| ≤ c‖η‖H(t) ‖ζ‖Z0(t) . �

Finally, we have collected all the estimates we require to show the error bound.

Theorem 8.26. Let AΩ ∈C2(ΩT ), A h
Ω
=A −`

Ω
, Bh

Ω
=B−`

Ω
and C h

Ω
= C−`

Ω
and let u ∈ L2

V
be the solution of (8.15) which we assume satisfies

(8.69) sup
t∈(0,T )

‖u‖2
Z(t)+

∫ T

0
‖∂ •u‖2

Z(t) dt ≤Cu.

Let Uh ∈ C1
Vh

be the solution of the finite element scheme (8.40) and denote its lift by
uh =U `

h . Then we have the following error estimate

(8.70) sup
t∈(0,T )

‖u−uh‖2
H(t)+h2

∫ T

0
‖u−uh‖2

V(t) dt ≤ c
∥∥u−uh,0

∥∥2
H(t)+ ch2k+2Cu.
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Proof. The proof is performed by applying the abstract result from Thm. 3.11. We know
the lift is stable from Lem. 8.14. The existence and boundedness of g` and bκ

` are dealt
with in Lem. 8.22. The interpolation properties (I1) and (I2) are shown in Lem. 8.21. The
geometric perturbation estimates (P1) to (P9) are shown in Lem. 8.23 and 8.24 and (P7)
follow from (P1) to (P4’) and that fact that lifting and taking material derivatives commute
(Lem. 3.5). We have shown (B3) in Lem. 8.25. �

9. APPLICATION II: PARABOLIC EQUATION ON AN EVOLVING SURFACE

In this section, we will formulate and analyse a finite element method for a parabolic
equation posed on an evolving surface (1.5). We begin with some notation and a definition
of the initial value problem. Our numerical approach will be to first discretise the domain
and construct isoparametric surface finite element spaces based on the general theory in
Sec. 6 and 7. We will consider isoparametric finite elements of order k, which will be
fixed throughout this section. We will analyse this method using both techniques from the
general surface finite element constructions in Sec. 6 and the abstract theory from Sec. 3.

9.1. The domain and function spaces. Let 0 < T < ∞ and Γ0 ⊂ Rn+1 be a compact suf-
ficiently smooth hypersurface without boundary. Let {Γ(t)}t∈[0,T ) be a family of evolving
hypersurfaces such that there exists a sufficiently smooth mapping (called the flow map)
Φ(·)(·) : [0,T ]×Γ0→ Rn+1 such that:

(1) Φt(·) is a diffeomorphism of Γ0 onto Γ(t) for each t ∈ [0,T );
(2) Φ0(·) = Id|Γ0 .

We call

w : ST

:=
⋃

t∈(0,T )
Γ(t)×{t}

→ Rn+1,

w(x, t) :=
∂Φt

∂ t

(
(Φt(·))−1(x)

)
, x ∈ Γ(t), t ∈ (0,T )

the material velocity field of Γ(t) which also satisfies

(9.1)
∂

∂ t
Φt(p) = w(Φt(p), t), t ∈ (0,T ), Φ0(p) = p.

We denoteH(t) = L2(Γ(t)), V(t) =H1(Γ(t)) and V∗(t) = (H1(Γ(t)))∗. We will also make
use of the spaces Z0(t) = H2(Γ(t)) and Z(t) = Hk+1(Γ(t)). We see that Z(t) ⊂ Z0(t) ⊂
V(t) for each t ∈ [0,T ] and the inclusions are uniformly continuous. We define the push-
forward operator φt by

(9.2) (φtη)(·, t) := η(Φ−t(·)) for η ∈H0.

(L2(Γ(t)),φt)t∈[0,T ] and (H1(Γ(t)),φt)t∈[0,T ] are compatible pairs (Def. 2.2), the spaces L2
H,

L2
V and L2

V∗ are well defined (c.f. (2.1)) and we have a well defined strong material deriva-
tive denoted by ∂ • (2.4) (see Vierling 2014, Lem. 3.2,3.3). (V(t),H(t),V∗(t))t∈[0,T ] form a
Hilbert triple (Def. 2.4). We also have that (Z0(t),φt |Z0(t))t∈[0,T ] and (Z(t),φt |Z0(t))t∈[0,T ]
are compatible pairs. For details see Alphonse et al. (2015b).

Remark 9.1. For the well posedness of the partial differential equation Prob. 9.2 we require
that the boundary Γ is a C2-hypersurface and that the flow map Φ(·)(·) ∈C2(0,T ;C2(Ω0)).
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See Alphonse et al. (2015b) for more details. For the approximation properties we de-
rive we require that Γ is a Ck+2-hypersurface and that Φ(·)(·) ∈Ck+2(0,T ;Ck+2(Ω0)) with
Φt : Ω0→Ω(t) and Φ−t : Ω(t)→Ω both of class Ck+2.

We introduce a signed distance function for a closed surface Γ(t). We assume that
Γ(t) = ∂Ω(t) is the boundary of an open bounded domain. The oriented distance function
for Γ(t) is defined by

d(x, t) =

{
inf{|x− y| : y ∈ Γ(t)} for x ∈ Rn+1 \ Ω̄(t)
− inf{|x− y| : y ∈ Γ(t)} for x ∈Ω(t).

We can orient Γ(t) by choosing the unit normal ν as

(9.3) ν(x, t) = ∇d(x, t) for x ∈ Γ(t).

This allows us to define the (extended) Weingarten map by H := {Hi j} = {dxix j} and the
mean curvature by Hκ := traceH. Note that, for example when n = 2, this definition of Hκ

is the sum of the principal curvatures rather than the mean. For each time t ∈ [0,T ], there
exists a narrow band N (t) such that the distance function d(·, t) is smooth and, for each
x ∈ N (t) there exists a unique point p(x, t) ∈ Γ(t) such that (see Lemma 14.16 of Gilbarg
and Trudinger (1983) and Foote (1984))

(9.4) x = p(x, t)+d(x, t)ν(p(x, t), t).

We call the operator p(·, t) : N (t)→ Γ(t) the normal projection operator and note that
p(·, t) is also smooth. We use this projection to extend the unit normal and Weingarten
map to be defined inN (t) by ν(x, t) = ν(p(x, t), t) and H(x, t) =H(p(x, t), t). See Gilbarg
and Trudinger (1983, Lem. 14.16); Foote (1984) for more details.

9.2. The initial value problem. We assume that AΓ ∈C1(ST ;R(n+1)×(n+1)) is a symmet-
ric diffusion tensor which maps the tangent space of Γ(t) at a point into itself, and there
exists a0 > 0 such that for all t ∈ [0,T ]

AΓ(·, t)ξ ·ξ ≥ a0 |ξ |2 for all ξ ∈ Rn+1,ξ ·ν(·, t) = 0.

BΓ ∈C1(ST ;Rn+1) is a smooth tangential vector field and CΓ ∈C1(ST ) is a smooth scalar
field.

We consider the initial value problem

Problem 9.2. Find u such that

∂
•u+∇Γ · (BΓu)−∇Γ · (AΓ∇Γu)+CΓu+(∇Γ ·w)u = 0 on Γ(t)(9.5a)

u(0) = u0 on Γ0.(9.5b)

Remark 9.3. Writing w = wτ +wν for a decomposition of w into tangential and normal
components, the problem (1.5) is recovered by setting AΓ = a Γ,BΓ = b Γ−wτ and CΓ =
c Γ−∇Γ ·wν .

Transport formulae. The following transport formulae hold on ω(t) ≡ Γ(t) and on
portions {ω(t) ⊂ Γ(t)}t∈[0,T ] of the domain {Γ(t)}t∈[0,T ], which follow the flow ω(t) =
Φt(ω(0)) for t ∈ [0,T ], and have Lipschitz boundaries at each time :-

• For η ,ζ ∈C1
H

(9.6)
d
dt

∫
ω(t)

ηζ dσ =
∫

ω(t)
(∂ •ηζ +η∂

•
ζ )dσ +g(t;η ,ζ ),
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where
g(t;η ,ζ ) =

∫
ω(t)

ηζ ∇Γ ·wdσ .

More precisely, we can show that Ass. 2.6 holds for H(t) = L2(Γ(t)) (Alphonse
et al., 2015b, Sec. 4.1).

• For η ,ζ ∈C1
V , we have the identity

(9.7)

d
dt

∫
ω(t)

AΓ∇Γη ·∇Γζ dσ =
∫

Γ(t)
AΓ∇Γ∂

•
η ·∇Γζ +AΓ∇Γη ·∇Γ∂

•
ζ dσ

+
∫

Γ(t)
B(w,AΓ)∇Γη ·∇Γζ dσ ,

where B(w,AΓ) is given by

(9.8) B(w,AΓ) = ∂
•AΓ +∇Γ ·wAΓ−2D(w,AΓ)

and D(w,AΓ) is the rate of deformation tensor

D(w,AΓ)i j =
1
2

n+1

∑
k=1
{(AΓ)ik(∇Γ)kw j +(AΓ) jk(∇Γ)kwi} for i, j = 1, . . . ,n+1.

• For η ∈C1
H, ζ ∈C1

V , we have

(9.9)

d
dt

∫
ω(t)

BΓη ·∇Γζ dσ =
∫

ω(t)
{BΓ∂

•
η ·∇Γζ +BΓη ·∇Γ∂

•
ζ}dσ

+
∫

ω(t)
Badv(w,BΓ)η ·∇Γζ dσ ,

where Badv(w,BΓ) is given by

Badv(w,BΓ) = ∂
•BΓ +BΓ∇Γ ·w−

n+1

∑
j=1

(BΓ) j(∇Γ) jw.

Remark 9.4. The identity (9.9) is equivalent to (Elliott and Venkataraman, 2015, Lem. A.1).
The proof of (9.7) and (9.9) follows from applying (9.6) with the identity (in which ν is
the unit normal to Γ(t))

∂
•(∇Γ)iχ = (∇Γ)i∂

•
χ−

n+1

∑
j=1

(∇Γ)iw j(∇Γ) jχ +

(
∇Γ(w ·ν) ·∇Γχ−

n+1

∑
j,l=1

w j(∇Γ)l χ(∇Γ)lν j

)
ν i.

(9.10)

9.3. The bilinear forms and transport formulae. We define

m(t;η ,ζ ) :=
∫

Γ(t)
ηζ dσ η ,ζ ∈H(t)

g(t;η ,ζ ) :=
∫

Γ(t)
ηζ ∇Γ ·wdσ η ,ζ ∈H(t)

a(t;η ,ζ ) := as(t;η ,ζ )+an(t;η ,ζ ) η ,ζ ∈ V(t)

as(t;η ,ζ ) :=
∫

Γ(t)
AΓ∇Γη ·∇Γζ +CΓηζ dσ η ,ζ ∈ V(t)

an(t;η ,ζ ) :=
∫

Γ(t)
BΓη ·∇Γζ dσ η ∈H(t),ζ ∈ V(t).
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We can apply (9.6) (9.7) and (9.9) to see that:

d
dt

m(t;η ,ζ ) = m(t;∂
•
η ,ζ )+m(t;η ,∂ •ζ )+g(t;η ,ζ ) for all η ,ζ ∈C1

H

(9.11)

d
dt

as(t;η ,ζ ) = as(t;∂
•
η ,ζ )+as(t;η ,∂ •ζ )+bs(t;η ,ζ ) for all η ,ζ ∈C1

V

(9.12)

d
dt

an(t;η ,ζ ) = an(t;∂
•
η ,ζ )+an(t;η ,∂ •ζ )+bn(t;η ,ζ ) for all η ∈C1

H,ζ ∈C1
V

(9.13)

with

bs(t;η ,ζ ) :=
∫

Γ(t)
B(w,AΓ)∇Γη ·∇Γζ +(∂ •CΓ +CΓ∇Γ ·w)ηζ dσ

bn(t;η ,ζ ) :=
∫

Γ(t)
Badv(w,BΓ)η ·∇Γζ dσ .

We define b(t; ·, ·) : V(t)×V(t)→ R to be

b(t;η ,ζ ) := bs(t;η ,ζ )+bn(t;η ,ζ ) for η ,ζ ∈ V(t).

9.4. Variational formulation. The weak formulation of Prob. 9.2 becomes

Problem 9.5. Given u0 ∈ L2(Γ0), find u such that for almost every t ∈ (0,T ) we have

(9.14)
m(t;∂

•u,ζ )+g(t;u,ζ )+a(t;u,ζ ) = 0 for all ζ ∈ H1(Γ(t))

u(0) = u0.

We have the following well-posedness result.

Theorem 9.6. There exists a unique solution u to (9.14) which satisfies

sup
t∈[0,T ]

‖u‖2
L2(Γ(t))+

∫ T

0
‖u‖2

H1(Γ(t)) dt ≤ c‖u0‖2
L2(Γ0)

,(9.15)

and if u0 ∈ H1(Γ0) then

sup
t∈[0,T ]

‖u‖2
H1(Γ(t))+

∫ T

0
‖∂ •u‖2

L2(Γ(t)) dt ≤ c‖u0‖2
H1(Γ0)

.(9.16)

Proof. We simply check the assumptions required for Thm. 2.15. For Ass. 2.6 and 2.9
we refer to Alphonse et al. (2015b, Sec. 4 and Sec. 5). Ass. 2.13 is a consequence of
Rem. 2.14. The assumptions (M1) and (M2) follow simply since m(t; ·, ·) is the H(t) =
L2(Γ(t))-inner product. (G1) holds from (9.6) and (2.6) from the assumption that ∇Γ ·w is
uniformly bounded in space and time. The bilinear form a(t; ·, ·) is differentiable in time,
hence measurable (A1). The coercivity of a (A3) follows from a standard calculation since
AΓ is positive definite and CΓ is bounded.. The smoothness of AΓ,BΓ and CΓ imply that
as and an are bounded (As4), (An4). The existence of the bilinear forms bs (Bs1) and bn
(Bn1) follow from (9.12) and (9.13) and the bounds (Bs2) and (Bn2) from the smoothness
of AΓ,BΓ and CΓ. �
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FIGURE 9.1. Examples of construction of an isoparametric surface fi-
nite element for k = 1 (left), k = 2 (centre), k = 3 (right). The Lagrange
nodes ãi are shown in grey on K̃ which are lifted to K ⊂ Γh,0 (red) to
the Lagrange nodes ãi (black) which lie on the smooth surface K` ⊂ Γ0
(blue).

9.5. Discretisation of the domain and finite element spaces. The first stage in develop-
ing our finite element method is to define the approximate computational domain {Γh(t)}.
We do this by constructing an isoparametric approximation of Γ0 which is then pushed-
forwards under an approximation to the flow Φt . The result will be that the Langrange
points of Γh(t) lie on the surface Γ(t) for all times and evolving according to the velocity
w. In this sense, Γh(t) can be considered as an interpolation of Γ(t). Recall that p denotes
the normal projection operator (9.4) and that k is the order of isoparametric finite elements
we will use. Throughout the remainder of this section we will denote global discrete quan-
tities with a subscript h ∈ (0,h0), which is related to element size. We assume implicitly
that these structures exist for each h in this range (see also Rem. 6.11).

We will use the simplical, Lagrange reference element (K̂, P̂, Σ̂) from Ex. 4.2. We start
by constructing a family of time dependent element reference maps (Def. 6.1) which de-
fines an evolving conforming subdivision {Th(t)} (Def. 6.27(a)) of an evolving triangu-
lated hypersurface {Γh(t)} (Def. 6.27(b)).

Let Γ̃h,0 be a polyhedral approximation of Γ0 equipped with a quasi-uniform, conform-
ing subdivision T̃h,0 (Def. 6.14(d)). We restrict the vertices of Γ̃h,0 to lie on the surface
Γ0 and denote by h̃0 the maximum element domain diameter on Γ̃h,0 (Def. 6.14(b)). We
assume that h̃0 is sufficiently small and Γ̃h,0 is such that p(·,0) is a smooth bijection from
Γ̃h,0 onto Γ0. More precisely, for each K̃ ∈ T̃h,0, there exists an affine map FK̃ : K̂→ Rn+1

which satisfies the assumptions of Def. 6.1 so that we can define a surface finite element
(K̃, P̃, Σ̃) using (6.2). Note that the vertices of K̃ lie on Γ but the other Lagrange points
may not. We assume the collection of all Lagrange points satisfy (6.20). We write Ĩ for
the local interpolation operator over (K̃, P̃, Σ̃) (6.13) and define an initial element reference
map FK0 : K̂→ Rn+1 by

FK0(x̂) = [Ĩ(p(·,0))](FK̃(x̂)) for x̂ ∈ K̂.

An example of element domains (6.2a) defined by FK0 is given for k = 1,2,3 in Fig. 9.1.
We denote the union of all elements constructed in this way Γh,0 which is a triangulated
hypersurface (Def. 6.14(a)) equipped with a conforming subdivision Th,0 (Def. 6.14(d)),
the set of all element domains K.

To complete the construction of FK(t) : K̂ → Rn+1, for K0 ∈ Th,0, we consider the ele-
ment flow map ΦK

t : K0→ K(t) (Def. 6.25(b)) defined by

Φ
K
t := IK0 [Φt(p(·,0))] for all K0 ∈Th,0,
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FIGURE 9.2. Examples of construction of an isoparametric evolving
surface finite element for k = 3. The Lagrange nodes ai(t) follow the
dashed black trajectories from the initial element K0 ⊂ Γh,0 to a element
K(t)⊂ Γh(t).

which is a bijection onto its image and we denote its inverse by ΦK
−t . An example is shown

in Fig. 9.2. Using (6.23), ΦK
t defines an evolving reference element map:

FK(t)(x̂) = Φ
K
t (FK0(x̂)) for x̂ ∈ K̂.

Using (6.2), this defines an evolving surface finite element (K(t),PK(t),ΣK(t))t∈[0,T ] (Def. 6.25(a)).
We call the set of such elements Th(t) and the union Γh(t) and write a global discrete

flow map Φh
t : Γh,0→ Γh(t) given element-wise by Φh

t |K0 := ΦK
t (Def. 6.27(c)). By h we

denote the maximum mesh diameter over time (6.25):

h := max
t∈[0,T ]

max
K(t)∈Th(t)

diam(K̃(t)).

Our construction implies that (6.26) holds since each of the transformation from Γ̃h,0 are
continuous.

We will use two Hilbert spaces defined over Γh(t). First we will denote by Hh(t) :=
L2(Γh(t)) and by Vh(t) := H1

T (Th) (6.19). We equip each space with a norm:

‖ηh‖Hh(t) := ‖ηh‖L2(Γh(t)) =

(∫
Γh(t)

η
2
h dσh

) 1
2

(9.17)

‖ηh‖Vh(t) := ‖ηh‖H1(Th(t)) =

(
∑

K(t)∈Th(t)

∫
K(t)
|∇Kηh|2 +η

2
h dσh

) 1
2

.(9.18)

We note that each element reference map FK(t) is an element of P̂ so that at each time t
the triple (K(t),P(t),Σ(t)) is an isoparametric surface finite element. Furthermore, we can
use the basis functions of P̂ to decompose FK(t):

FK(t)(x̂) =
NK

∑
i=1

FK(t)(âi)χ̂i(x̂).

In particular, this implies that the evolving triangulated surface Γh(t) only depends on the
evolving of the Lagrange points {ai(t)}N

i=1 which we can infer satisfy

ȧi(t) = w(ai(t), t).
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We define a global evolving surface finite element space (Def. 6.28(a)) by

(9.19) Sh(t) :=
{

χh = (χh)K(t)∈Th(t) ∈ ∏
K∈Th(t)

{
χ̂ ◦F−1

K(t) : χ̂ ∈ Pk(K̂)
}

:

χK(a(t)) = χK′(t) for all K(t),K′(t) ∈T (a(t)), for all a(t) ∈Nh(t).
}

Using Lem. 6.20 we can identify elements in Sh(t) as continuous functions and Sh(t) ⊂
Vh(t).

Remark 9.7. This construction is a generalisation of the construction of Dziuk and Elliott
(2007). Indeed, in the case that we wish to consider affine finite elements, it is worth noting
that Ĩ p(x̃,0) = x̃ for x̃ ∈ K̃ and K = K̃. A different view of the same construction is given
by Kovács (2018) and at each time our construction coincides with the work of Demlow
(2009).

We will assume that the evolving subdivision {Th(t)}t∈[0,T ] is uniformly quasi-uniform
(Def. 6.29(c)). It is clear that our construction maintains the conformity of the initial base
triangulation T̃h,0.

Proposition 9.8. The evolving surface finite element space {Sh(t)}t∈[0,T ] defined by the
above construction consists of evolving k-surface finite elements (Def. 6.25(d)) over a uni-
formly k-regular subdivision (Def. 6.29(b)).

Proof. The proof follows in the same way as Prop. 8.9 and we do not give full details
here. The only part to check is that the discrete flow map Φh

t is uniformly bounded in
W 2,∞(Th,0). However, this follows directly from the definition of ΦK

t as an interpolation
of Φt(p(·,0)) which is a smooth function. �

The element flow map ΦK
t defines a velocity on each element WK (Def. 6.25(c)) by

d
dt

Φ
K
t (·) =WK(Φ

K(·), t) for t ∈ [0,T ].

This can be combined into a global velocity Wh (Def. 6.27(d)). We note that the global
velocity is determined purely by the velocity of the vertices {ai(t)}N

i=1:

(9.20) Wh(x, t) =
n

∑
i=1

w(ai(t), t)χi(x, t) for x ∈ Γh(t).

We also have a discrete push forward map (Def. 6.27(e)) φ h
t onHh(t) by

φ
h
t (ηh)(x) = ηh(Φ

h
−t(x)) for x ∈ Γh(t), t ∈ [0,T ].

Since we have constructed a uniformly k-regular mesh, we infer that (Hh(t),φ h
t )t∈[0,T ] is a

compatible pair (Lem. 6.30) and we may define the space C1
Hh

(2.2) and a discrete material
derivative by (3.3):

∂
•
h ηh = φ

h
t

(
d
dt

(
φ

h
−tηh

))
.

We also have that (Vh(t),φ h
t |Vh,0)t∈[0,T ] and (Sh(t),φ h

t |Sh,0)t∈[0,T ] are compatible pairs (Rem. 6.31)
so we may define the spaces C1

Vh
and C1

Sh
.

Lemma 9.9. For t ∈ [0,T ] and for each K(t) ∈ Th(t), let A K
Γ

be a smooth, positive-
definite, diffusion tensor on K(t), which maps the tangent space of K(t) to itself, and BK

Γ
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be a smooth tangential vector field on K(t) for each K(t) ∈ Th(t) and t ∈ [0,T ]. Then for
ηh ∈C1

Hh
:

d
dt

∫
Γh(t)

ηh dσh =
∫

Γh(t)
∂
•
h ηh +ηh∇Γh ·Wh dσh.(9.21)

For all ηh,ζh ∈C1
Vh

, we have

(9.22)
d
dt ∑

K(t)∈Th(t)

∫
K(t)

A K
Γ ∇Kηh ·∇Kζh dσh

= ∑
K(t)∈Th(t)

∫
K(t)

A K
Γ ∇K∂

•
h ηh ·∇Kζh +A K

Γ ∇Kηh ·∇K∂
•
h ζh dσh

+ ∑
K(t)∈Th(t)

∫
K(t)
BK(WK ,A

K
Γ )∇Kηh ·∇Kηh dσh,

and for all ηh ∈ C1
Vh
,ζh ∈C1

Hh
, we have

(9.23)
d
dt ∑

K(t)∈Th(t)

∫
K(t)

BK
Γ ηh ·∇Kζh dσh

= ∑
K(t)∈Th(t)

∫
K(t)

BK
Γ (∂

•
h ηh ·∇Kζh +ηh ·∇K∂

•
h ζh)dσh

+ ∑
K(t)∈Th(t)

∫
K(t)
Badv,K(WK ,B

K
Γ )ηh ·∇Kζh dσh,

where BK and Badv,K are given by

BK(WK ,A
K

Γ ) = ∂
•
KA K

Γ +∇K ·WKA K
Γ −2Dh(Wh)

Badv,K(WK ,B
K
Γ ) = ∂

•
KBK

Γ +BK
Γ ∇K ·WK−

n+1

∑
j=1

(BK
Γ ) j(∇K) jWK ,

and Dh is the rate of deformation tensor

D(w)i j =
1
2

n+1

∑
k=1

(A K
Γ )ik(∇K)k(WK) j +(A K

Γ ) jk(∇K)k(WK)i for i, j = 1, . . . ,n+1.

Proof. We note that the left hand side may be decomposed into individual elements then
apply (9.6), (9.7) and (9.9) on each element. �

9.6. Construction of the lifted finite element space. Recalling the normal projection
operator (9.4), we define the global lifting map Λh(·, t) : Γh(t)→ Γ(t) (Def. 7.7(b)) by

Λh(x, t) := p(x, t) for x ∈ Γh(t),

and denote the restriction to each element by ΛK(·, t) := Λh(·, t)|K(t) for each K(t)∈Th(t).
For ηh : Γh(t)→ R, we denote its lift by η`

h(x) given by

η
`
h(Λh(x, t)) = ηh(x) for x ∈ Γh(t)

and for η : Γ(t)→ R, we denote its inverse lift by η−`(x) given by

η
−`(x) = ηh(Λh(x, t)) for x ∈ Γh(t).

For each t ∈ [0,T ] and each K(t) ∈ Th(t), we use Def. 7.1 to construct an associated
lifted surface finite element (K`(t),P`(t),Σ`(t)). We assume the domains {Γh(t)}t∈[0,T ]
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are such that the set of lifted element domains T `
h (t) defines an exact decomposition of

Γ(t) (Def. 7.7(a)) at each t ∈ [0,T ].
We use the lift to define the space of lifted finite element functions S`h(t) (Def. 7.7(d))

by
S`h(t) := {χ`

h : χh ∈ Sh(t)}.
We continue by showing some basic geometric estimates. These geometric estimates

have been given by (Kovács, 2018, Lemma 5.2).

Lemma 9.10. Under the above smoothness assumptions, we have

(9.24) sup
t∈[0,T ]

max
K(t)∈Th(t)

‖d‖L∞(K(t)) ≤ chk+1.

sup
t∈[0,T ]

max
K(t)∈Th(t)

‖ν−νK‖L∞(K(t)) ≤ chk(9.25)

sup
t∈[0,T ]

max
K(t)∈Th(t)

‖H−HK‖L∞(K(t)) ≤ chk−1,(9.26)

where HK := ∇KνK . Writing δh for the quotient between discrete and continuous surface
measures so that dσ = δh dσh, we have

sup
t∈[0,T ]

max
K(t)∈Th(t)

‖1−δh‖L∞(K(t)) ≤ chk+1.(9.27)

Lemma 9.11. Let {T `
h (t)}t∈[0,T ] be the evolving subdivision defined by the lifting map Λh

and assume that {Th(t)}t∈[0,T ] is a uniformly k-regular, uniformly quasi-uniform, evolv-
ing conforming subdivision. Then {T `

h (t)}t∈[0,T ] is also a uniformly k-regular, uniformly
quasi-uniform, evolving conforming exact subdivision of Γ(t).

Proof. We use the decomposition that

Λh(·, t) = x+(p(x, t)− x) =: x+ Λ̃h(x, t),

and write Λ̃K(·, t) for Λ̃h(·, t)|K(t). From Rem. 7.4 and Prop. 7.14, we have to show

sup
x∈K

∥∥∥∇K(t)Λ̃K(x)
∥∥∥≤ 1−CK

1+CK
for all K ∈Th(t), all t ∈ [0,T ], and all h ∈ (0,h0),

(9.28)

and

sup
h∈(0,h0)

sup
t∈[0,T ]

‖Λh(·, t)‖W k+1,∞(Γh(t))
≤C.(9.29)

The second estimate follows from the smoothness of p (9.4) (which follows from the
smoothness of Γ(t) (Foote, 1984)). Next we compute directly that

∂x j(p(x, t))i = δi j−ν i(x, t)ν j(x, t)−d(x, t)H(x, t)i j

so that using the notations Pi j = δi j−ν iν j and (Ph)i j = δi j− (νh)i(nuh) j for j = 1, . . . ,n+
1, we have

∇K(t)Λ̃K(x, t) = Ph(x, t)(P(x, t)−d(x, t)H(x, t))−Ph(x, t)

= Ph(x, t)(P(x, t)−Ph(x, t))−d(x, t)Ph(x, t)H(x, t).

Applying (9.24) and (9.25), we see that∥∥∥∇K(t)Λ̃K(x, t)
∥∥∥≤ ‖P(x, t)−Ph(x, t)‖+ chk+1 ‖H(x, t)‖ ≤ chk.
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Clearly the right hand side of this equation is less that (1−CK)/(1+CK) for h sufficiently
small. �

Lemma 9.12. Let ηh ∈Hh(t) and denote its lift by η`
h. Then there exists constants c1,c2 >

0 such that

c1

∥∥∥η
`
h

∥∥∥
H(t)
≤ ‖ηh‖Hh(t) ≤ c2

∥∥∥η
`
h

∥∥∥
H(t)

.(9.30)

Furthermore, if ηh ∈ Vh(t), there exists constants c3,c4 > 0 such that

c3

∥∥∥η
`
h

∥∥∥
V(t)
≤ ‖ηh‖Vh(t) ≤ c4

∥∥∥η
`
h

∥∥∥
V(t)

.(9.31)

Proof. We apply Prop. 7.8 using Lem. 9.11. �

Using the lift Λh and the discrete flow Φh
t , we can define the lifted flow map Φ`

t
(Def. 7.12(a)), lifted discrete velocity wh (Def. 7.12(b)) and lifted push forward maps
φ `

t (Def. 7.12(c) and (3.13)). Lem. 9.11 implies, with Prop. 7.14, that (H(t),φ `
t )t∈[0,T ],

(V(t),φ `
t |V0)t∈[0,T ] and (S`h(t),φ `

t |Sh(0))t∈[0,T ] are compatible pairs uniformly for h∈ (0,h0).
We will use the notations C1

(H,φ `)
and C1

(V,φ `)
for the spaces of functions smoothly evolving

in time (2.2) with respect to the push-forward map φ `
t in H(t) and V(t) respectively. We

may also define a lifted material derivative for functions η ∈C1
(H,φ `)

using (3.15) by

(9.32) ∂
•
` η = φ

`
t

(
d
dt

(
φ
`
−tη

))
.

Lemma 9.13. The push forward map φ `
t induces a new transport formula on {Γ(t)}. For

η ∈C1
(H,φ `)

we have

(9.33)
d
dt

∫
Γ(t)

η dσ = ∑
K`(t)∈T `

h (t)

∫
K`(t)

∂
•
` η +η∇Γ ·wh dσ .

Let AΓ be a smooth, positive-definite, diffusion tensor on Γ(t), which maps the tangent
space of Γ(t) to itself, and BΓ be a smooth tangential vector field on Γ(t) for all t ∈ [0,T ].
Furthermore, we have for η ,ζ ∈C1

(V,φ `)

(9.34)
d
dt

∫
Γ(t)

AΓ∇Γη ·∇Γζ dσ

= ∑
K`(t)∈T `

h (t)

∫
K`(t)

AΓ (∇Γ∂
•
` η ·∇Γζ +∇Γη ·∇Γ∂

•
` ζ )+BK`(wK ,AΓ)∇Γη ·∇Γζ dσ ,

and for η ∈C1
(V,φ `)

,ζ ∈C1
(H,φ `)

we have

(9.35)
d
dt

∫
Γ(t)

BΓη ·∇Γζ dσ

= ∑
K`(t)∈T `

h (t)

∫
K`(t)

BΓ (∂
•
` η ·∇Γζ +η ·∇Γ∂

•
` ζ )+BK`,adv(wK ,BΓ)η ·∇Γζ dσ ,

where BK` and BK`,adv are defined as in Lem. 9.9.

Proof. We note that the left hand side may be decomposed into individual elements then
apply (9.6), (9.7) and (9.9) on each element. �
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Lemma 9.14.

sup
t∈[0,T ]

‖∂ •h d‖L∞(Γh(t))
≤ chk+1(9.36)

sup
t∈[0,T ]

‖∂ •h Pνh‖L∞(Γh(t))
≤ chk(9.37)

sup
t∈[0,T ]

‖∂ •h δh‖L∞(Γh(t))
≤ chk+1.(9.38)

Proof. See (Kovács, 2018, Lem. 5.2). �

We can characterise the lifted discrete material derivatives (9.32) using the difference
between smooth, w, and lifted, wh, velocities. The result also shows the abstract inclusions
(L3).

Lemma 9.15. If η ∈ C1
H ∩C0

V , then η ∈ C1
(H,φ `)

and conversely if η ∈ C1
(H,φ `)

∩C0
(V,φ `)

then η ∈C1
H. In either case, we have the identity

(9.39) ∂
•
η−∂

•
h η = ∇Γη · (w−wh).

Furthermore, if η ∈C1
V ∩C0

Z0
then η ∈C1

(V,φ `)
.

Proof. We use a chart X(·, t) : U → V ⊂ Γ(t) and write η(X(θ , t), t) = F(θ , t). Note that
Xt(θ , t) = w(X(θ , t), t). Then

∂
•
η(x, t)−∂

•
` η(x, t) =

∂

∂ t

(
η(Φt(x0), t)−η(Φ`

t (y0), t)
)∣∣∣

x0=Φ−t (x),y0=Φ`
−t (x)

.

Using the notation X(θ(t), t) = Φt(x0) and X(θ `(t), t) = Φ`
t (y0), we have

∂
•
η(x, t)−∂

•
` η(x, t)

=
∂F
∂ t

(θ(t), t)− ∂F
∂ t

(θ `(t), t)+
n

∑
i=1

(
∂F
∂θi

(θ(t), t)
∂θi

∂ t
(t)− ∂F

∂θi
(θ `(t), t)

∂θ `
i

∂ t
(t)
)
.

Using the substitutions X(θ(t), t) = Φt(x0), X(θ `(t), t) = Φ`
t (y0), xo = Φ−t(x), and y0 =

Φ`
−t(x), we see

∂F
∂ t

(θ(t), t)− ∂F
∂ t

(θ `(t), t) = 0.

Next, we take a time derivative of X(θ(t), t) = Φt(x0) to see that
n

∑
i=1

∂X
∂θi

(θ(t))
∂θi

∂ t
(t) = 0.

By multiplying by ∂X/∂θ j, summing over i and multiplying G−1 we see that ∂θ/∂ t = 0.
Next, we take a time derivative of X(θ `(t), t) = Φ`

t (x0), to see that

w(X(θ `(t), t))+
n

∑
i=1

∂X
∂θi

(θ `(t))
∂θ `

i
∂ t

(t) = wh(Φ
`
t (y0), t).

Multiplying by ∂X/∂θ j(θ
`(t)) we see that

n

∑
i=1

gi j(θ
`(t))

∂θ `
i

∂ t
(t) =

∂X
∂θ j

(θ `(t))
(

wh(Φ
`
t (y0), t)−w(θ `(t), t)

)
,
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from which we infer that

∂θ `
i

∂ t
(t) =

n

∑
j=1

gi j(θ `(t))
∂X
∂θ j

(θ `(t))
(

wh(Φ
`
t (y0), t)−w(θ `(t), t)

)
.

Combining the previous expressions we see that

∂
•
η(x, t)−∂

•
` η(x, t)=

n

∑
i, j=1

gi j(θ `(t))
∂X
∂θ j

(θ `(t))
∂F
∂θi

(θ `(t), t)
(

wh(Φ
`
t (y0), t)−w(θ `(t), t)

)
.

Using the substitutions as above and the parametric definition of tangential gradient gives
the result.

The second result can be shown by applying the tangential gradient to the basic result.
�

9.7. The discrete problem and stability. For each t ∈ [0,T ], and h ∈ (0,h0), we assume
that A h

Γ
(t) is an element-wise smooth (n+1)× (n+1) symmetric diffusion tensor defined

element-wise with A h
Γ
(t)|K(t) = A K

Γ
(t) for each K(t) ∈ Th(t). We assume that A K

Γ
(t)

maps the tangent space of K(t) at a point into itself and is uniformly positive definite on the
tangent space: There exists ā0 > 0 such that for all h ∈ (0,h0), t ∈ [0,T ], and K(t) ∈Th(t)

A K
Γ (t)(·)ξ ·ξ ≥ ā0 |ξ |2 for all ξ ∈ Rn+1,ξ ·νK(·, t) = 0.

We assume we are also given a element-wise smooth tangential vector field Bh
Γ
(t) (with

Bh
Γ
(t)|K =BK

Γ
(t)) and element-wise smooth scalar field C h

Γ
(t) (with C h

Γ
(t)|K(t) =C K

Γ
(t))).

We assume that

(9.40) sup
t∈[0,T ]

max
K(t)∈Th(t)

(∥∥A K
Γ

∥∥
C1(K(t))+

∥∥BK
Γ

∥∥
C1(K(t))+

∥∥C K
Γ

∥∥
C1(K(t))

)
<C.

Example 9.16. Here we are thinking of the case that A h
Γ
= A −`

Γ
, Bh

Γ
= B−`

Γ
and C h

Γ
=

C−`
Γ

.

We consider the following semi-discrete problem (c.f. Prob. 3.2):

Problem 9.17. Given Uh,0 ∈ Sh(0), find Uh ∈ C1
Sh

with Uh(0) = Uh,0 and such that for
every t ∈ (0,T ),

(9.41)
d
dt

mh(t;Uh,ζh)+ah(t;Uh,ζh) = mh(t;Uh,∂
•
h ζh) for all ζh ∈C1

Sh
,

where

mh(t;ηh,ζh) :=
∫

Γh(t)
ηhζh dσh for ηh,ζh ∈Hh(t)

ah(t;ηh,ζh) := ∑
K(t)∈Th(t)

∫
K(t)

A K
Γ ∇Kηh ·∇Kζh

+ηh∇Kζh ·BK
Γ +C K

Γ ηhζh dσh for ηh,ζh ∈ Vh(t).

We note that the assumption that {Th(t)}t∈[0,T ] is uniformly quasi-uniform regular im-
plies that {Sh(t),φ h

t }t∈[0,T ] is a compatible pair when equipped with the Vh(t) or Hh(t)-
norms (Lem. 6.30).

To show the properties of these bilinear forms we require one further lemma:
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Lemma 9.18. The discrete velocity Wh of the discrete evolving surface {Γh(t)} (9.20) is
uniformly bounded in W 1,∞(Γh(t)). That is, there exists a constant C > 0 such that for all
h ∈ (0,h0)

(9.42)
∥∥∇ΓhWh

∥∥
L∞(Γh(t))

≤ c‖w‖W 1,∞(Γ(t)) .

Proof. The result follows from the interpolation bound (Cor. 7.11) and the stability of the
lift (Prop. 7.8). �

We have transport formulae on the surface {Γh(t)}.

Lemma 9.19. There exists a bilinear forms gh(t; ·, ·) : Hh(t)×Hh(t)→R and bh(t; ·, ·) : Vh(t)×
Vh(t)→ R such that

d
dt

mh(t;ηh,ζh) = mh(t;∂
•
h ηh,ζh)+mh(t;ηh,∂

•
h ζh)+gh(t;ηh,ζh) for ηh,ζh ∈C1

Hh

(9.43)

d
dt

ah(t;ηh,ζh) = ah(t;∂
•
h ηh,ζh)+ah(t;ηh,∂

•
h ζh)+bh(t;ηh,ζh) for ηh,ζh ∈C1

Vh
,

(9.44)

where

gh(t;ηh,ζh) = ∑
K(t)∈Th(t)

∫
K(t)

ηhζh∇K ·Wh dσh(9.45)

and

(9.46)

bh(t;ηh,ζh) = ∑
K(t)∈Th(t)

∫
K(t)

(
BK(WK ,A

K
Γ )∇Kηh ·∇Kζh

+Badv,K(WK ,B
K
Γ )ηh ·∇Kζh

+(∂ •KC K
Γ +C K

Γ ∇KWK)ηhζh

)
dσh.

Furthermore, there exist a constant c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0) we
have

|gh(t;ηh,ζh)| ≤ c‖ηh‖Hh(t)
‖ζh‖Hh(t) for all ηh,ζh ∈Hh(t)(9.47)

|bh(t;ηh,ζh)| ≤ c‖ηh‖Vh(t)
‖ζh‖Vh(t) for all ηh,ζh ∈ Vh(t).(9.48)

Proof. The transport theorem (9.21) directly gives (9.45) and additionally (9.22) and (9.23)
give (9.46). To see the boundedness properties, we directly apply Lem. 9.18. �

Theorem 9.20. There exists a unique solution of the finite element scheme (9.41). The
solution satisfies the stability bound:

(9.49) sup
t∈(0,T )

‖Uh‖2
Hh(t)+

∫ T

0
‖Uh‖2

Vh(t) dt ≤ c
∥∥Uh,0

∥∥2
Hh(t)

.

Proof. The result is shown in the abstract setting in Thm. 3.3 so we are left to check the
assumptions. The assumptions (Mh1) and (Mh2) follow since mh is simply the Hh(t) =
L2(Γh(t)) inner product. For (Gh1), we use (9.21) and the product rule ∂ •h (vh)

2 = 2vh∂ •h vh.
The bound (Gh2) is shown in (9.47). The map t 7→ ah(t; ·, ·) is differentiable and hence
measurable (Ah1). The bounds (Ah2) and (Ah3) follow from standard calculations and
our assumptions on A h

Γ
,Bh

Γ
,C h

Γ
. Finally we have shown (Bh1) and (Bh2) in (9.46) and

(9.48). �
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9.8. Error analysis. The space S`h(t) is equipped with the following approximation prop-
erty:

Lemma 9.21. The interpolation operator Ih : Z0(t)→S`h(t) is well defined and satisfies

‖z− Ihz‖H(t)+h‖z− Ihz‖V(t) ≤ ch2 ‖z‖Z0(t) for z ∈ Z0(t)(9.50)

‖z− Ihz‖H(t)+h‖z− Ihz‖V(t) ≤ chk+1 ‖z‖Z(t) for z ∈ Z(t).(9.51)

Proof. We simply apply Thm. 7.10. The second result applies the theorem in the obvious
way. The first result applies the theorem with k = 1 noting that P1(K̂) ⊂ Pk(K̂) and the
inclusions for Lem. 4.3 still hold. �

We can further relate the lifted material velocity with the discrete material velocity. Let
x = X(t) ∈ Γh(t) evolve with velocity Wh(X(t), t) and Y (t) = Λh(X(t), t). Then

(9.52) wh(p(x, t), t) =
d
dt

Y (t) =
d
dt

p(X(t), t) = ∇p(X(t), t)Wh(X(t), t)+ pt(X(t), t).

Then from the above calculation of ∂x j p we have

(9.53) wh(p(x, t)) = (P(x, t)−d(x, t)H(x, t))Wh(x, t)−dt(x, t)ν(x, t)−d(x, t)ν t(x, t).

Lemma 9.22. We have the estimate:

(9.54) ‖w−wh‖L∞(Γ(t))+h‖∇Γ(w−wh)‖L∞(Γ(t)) ≤ chk+1.

Proof. See (Kovács, 2018, Lem 5.4). �

The lifting operator also defines transport formulae:

Lemma 9.23. There exists bilinear forms g` : H(t)×H(t)→R and b` : V(t)×V(t) given
by

g`(t;η ,η) =
∫

Γ(t)
ηζ ∇Γ ·wh dσ for all η ,ζ ∈H(t)

(9.55)

b`(t;η ,ζ ) = ∑
K`(t)∈T `

h (t)

∫
K`(t)

(
B(wh,AΓ)∇Γη ·∇Γζ

(9.56)

+Badv(wh,BΓ)η ·∇Γζ

+(∂ •` CΓ +CΓ∇Γ ·wh)ηζ

)
dσ for all η ,ζ ∈ V(t).

These bilinear forms satisfy the following transport formulae on Γ(t):
d
dt

m(t;η ,ζ ) = m(t;∂
•
` η ,ζ )+m(t;η ,∂ •` ζ )+g`(t;η ,ζ ) for η ,ζ ∈C1

(H,φ `)
(9.57)

d
dt

a(t;η ,ζ ) = a(t;∂
•
` η ,ζ )+a(t;η ,∂ •` ζ )+b`(t;η ,ζ ) for η ,ζ ∈C1

(V,φ `)
.(9.58)

Furthermore, the two new bilinear forms are uniformly bounded in the sense that there
exists a constant c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0),

|g`(t;η ,ζ )| ≤ c‖η‖H(t) ‖ζ‖H(t) for all η ,ζ ∈H(t)(9.59)

|b`(t;η ,ζ )| ≤ c‖η‖V(t) ‖ζ‖V(t) for all η ,ζ ∈ V(t).(9.60)

Proof. The transport formulae are direct translations of Lem. 9.13. The bounds follow
from the fact that ‖wh‖W 1,∞(Γh(t)) is bounded uniformly from Lem. 9.22. �
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For the remainder of this section, we will additionally assume that AΓ is uniformly C2

smooth in space. We set A h
Γ
= A −`

Γ
,Bh

Γ
= B−`

Γ
,C h

Γ
= C−`

Γ
.

Lemma 9.24. There exists a constant c> 0 such that for all t ∈ [0,T ] and all ηh,ζh ∈Vh(t)
with lifts η`

h,ζ
`
h ∈ V(t) we have∣∣∣m(t;η

`
h,ζ

`
h)−mh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(9.61a) ∣∣∣a(t;η
`
h,ζ

`
h)−ah(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(9.61b) ∣∣∣g`(t;η
`
h,ζ

`
h)−gh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(9.61c) ∣∣∣b`(t;η
`
h,ζ

`
h)−bh(t;ηh,ζh)

∣∣∣≤ chk+1
∥∥∥η

`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(9.61d) ∣∣∣g`(t;η
`
h,ζ

`
h)−g(t;η

`
h,ζ

`
h)
∣∣∣≤ chk

∥∥∥η
`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

(9.61e) ∣∣∣b`(t;η
`
h,ζ

`
h)−b(t;η

`
h,ζ

`
h)
∣∣∣≤ chk

∥∥∥η
`
h

∥∥∥
V(t)

∥∥∥ζ
`
h

∥∥∥
V(t)

.(9.61f)

Proof. The results (9.61a) to (9.61d) easily follow using ideas from (Kovács, 2018, Lem 5.6)
and Lem. 8.24. (9.61e) and (9.61f) follow directly from Lem. 9.22. �

Lemma 9.25.

‖∂ •η−∂
•
` η‖L2(Γ(t)) ≤ chk+1 ‖η‖H1(Γ(t)) for η ∈ H1(Γ(t))(9.62)

‖∇Γ(∂
•
η−∂

•
` η)‖L2(Γ(t)) ≤ chk ‖η‖H2(Γ(t)) for η ∈ H2(Γ(t)).(9.63)

Furthermore for all η ∈C1
Z0

and ζ ∈ Z0(t), we have

(9.64)
∣∣∣a(t;∂

•
` η ,ζ )−ah(t;∂

•
h η
−`,ζ−`)

∣∣∣≤ chk+1(‖η‖Z0(t)+‖∂
•
η‖Z0(t)

)
‖ζ‖Z0(t) .

Proof. We recall (9.39):
∂
•
η−∂

•
` η = (w−wh) ·∇Γη .

We combine this calculation with (9.54) to see (9.62).
We may apply the tangential gradient to the above equation and use (9.54) again to

obtain
‖∇Γ(∂

•
η−∂

•
` η)‖L2(Γ(t)) ≤ chk ‖η‖H1(Γ(t))+ chk+1 ‖η‖H2(Γ(t)) .

(9.64) follows from (9.61b) and (9.63). �

Theorem 9.26. Let u ∈ L2
V be the solution of (9.14) which we assume satisfies the further

regularity requirement

(9.65) sup
t∈(0,T )

‖u‖2
Z(t)+

∫ T

0
‖∂ •u‖2

Z(t) dt ≤Cu.

Let Uh ∈ C1
Sh

be the solution of (9.41) and denote its lift by uh = U `
h . Then we have the

following error estimate

(9.66) sup
t∈(0,T )

‖u−uh‖2
H(t)+h2

∫ T

0
‖u−uh‖2

V(t) dt ≤ c
∥∥u−uh,0

∥∥2
H(t)+ ch2k+2Cu.
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Proof. We simply check the assumptions of Thm. 3.11. We know the lift is stable from
Lem. 9.12. The existence and boundedness of g` and bκ

` are dealt with in Lem. 9.23. The
interpolation properties (I1) and (I2) are shown in Lem. 9.21. The geometric perturbation
estimates (P1) to (P9) are shown in the sequence of Lem. 9.22, 9.24 and 9.25. Finally,
to show (B3) we follow a calculation given in the proof of (Dziuk and Elliott, 2013a,
Thm. 6.2). In this setting the simpler version (B3’) holds; see Rem. 3.7. Observe that for
any η ∈ V(t), ζ ∈ Z0(t), that

b(t;η ,ζ ) =
∫

Γ(t)
B(w,AΓ)∇Γη ·∇Γζ dσ +

∫
Γ(t)
Badv(w,BΓ)η ·∇ζ dσ

+
∫

Γ(t)
(∂ •CΓ +CΓ∇Γ ·w)ηζ dσ =: I1 + I2 + I3.

For I1, using the additional smoothness assumptions on AΓ, we can apply integration by
parts to see that

I1 =
∫

Γ(t)
B(w,AΓ)∇Γη ·∇Γζ dσ

=
n+1

∑
i, j=1

∫
Γ(t)
B(w,AΓ)i j(∇Γ) jη(∇Γ)iζ dσ

=
n+1

∑
i, j=1

∫
Γ(t)

(∇Γ) j
(
B(w,AΓ)i jη(∇Γ)iζ

)
dσ −

∫
Γ(t)

η

n+1

∑
i, j=1

(∇Γ) j
(
B(w,AΓ)i j(∇Γ)iζ

)
dσ

=
∫

Γ(t)

n+1

∑
i, j=1

Hν jB(w,AΓ)i jη(∇Γ)iζ dσ −
∫

Γ(t)
η

n+1

∑
i, j=1

(∇Γ) j
(
B(w,AΓ)i j(∇Γ)iζ

)
dσ .

The bounds for I2 and I3 are obvious. This implies that

�(9.67) |b(t;η ,ζ )| ≤ |I1|+ |I2|+ |I3| ≤ c‖η‖H(t) ‖ζ‖Z0(t) .

10. APPLICATION III: A COUPLED BULK-SURFACE PARABOLIC SYSTEM

In this section we will consider a finite element method for the coupled bulk-surface
problem (1.6). The method is based on combining the isoparametric approaches from the
problem in a bulk domain (Sec. 8) and the problem on a surface (Sec. 9). The discretisation
will be posed in the product of a bulk isoparametric finite element space of order k and
a surface isoparametric finite element space of order k. We take our notation from the
previous sections (Sec. 8 and 9).

10.1. The domain and function spaces. We set H(t) = L2(Ω(t))× L2(Γ(t)), V(t) =
H1(Ω(t))×H1(Γ(t)) and V∗(t) = (H1(Ω(t)))∗× (H1(Γ(t)))∗. We will also make use of
the spaces Z0(t) = H2(Ω(t))×H2(Γ(t)) and Z(t) = Hk+1(Ω(t))×Hk+1(Γ(t)). We see
that Z(t) ⊂ Z0(t) ⊂ V(t) for each t ∈ [0,T ] and the inclusions are uniformly continuous.
We define the push forward operator φt by

(10.1) (φt(η))(x,y) := (η(Φ−t(x)),ξ (Φ−t(y))) for η = (η ,ξ )∈H0, x∈Ω(t),y∈ Γ(t).

(H(t),φt)t∈[0,T ] and (V(t),φt)t∈[0,T ] are compatible pairs (Def. 2.2) and the spaces L2
H,L2

V
and L2

V∗ (c.f. (2.1)) and C1
H,C1

V and C1
V∗ (c.f. (2.2)) are well defined. For η = (η ,ξ ) ∈C1

H,
we define the strong material derivative, denoted ∂ •η , using (2.4). The product material
derivative coincides with the product of surface and bulk material derivatives:

∂
•
η = (∂ •η ,∂ •ξ ) for η = (η ,ξ ) ∈C1

H.
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(V(t),H(t),V∗(t))t∈[0,T ] form an evolving Hilbert triple (Def. 2.4). We also have that
(Z0(t),φt |Z0(t))t∈[0,T ] and (Z(t),φt |Z0(t))t∈[0,T ] are compatible pairs. For further informa-
tion on this functional analytic setting see Alphonse et al. (2015b, Sec. 5.3).

Remark 10.1. For the well posedness of the partial differential equation Prob. 10.2 we re-
quire that the boundary Γ is a C2-hypersurface and that the flow map Φ(·)(·)∈C2(0,T ;C2(Ω0)).
See Alphonse et al. (2015b) for more details. For the approximation properties we de-
rive we require that Γ is a Ck+2-hypersurface and that Φ(·)(·) ∈Ck+2(0,T ;Ck+2(Ω0)) with
Φt : Ω0→Ω(t) and Φ−t : Ω(t)→Ω both of class Ck+2.

We introduce a signed distance function for the boundary surface Γ(t) = ∂Ω(t). The
oriented signed distance function for Γ(t) is given by

d(x, t) =

{
− inf{|x− y| : y ∈ Γ(t)} for x ∈ Ω̄(t)
inf{|x− y| : y ∈ Γ(t)} otherwise.

For each t ∈ [0,T ], we orient Γ(t) by choosing the unit normal ν(x, t) = ∇d(x, t) for x ∈
Γ(t). Our assumptions on Γ(t) imply that there exists a neighbourhood N (t) of Γ(t) and
normal projection operator p(·, t) : N (t)→ Γ(t) given as the unique solution of

(10.2) x = p(x, t)+d(x, t)ν(p(x, t), t).

See Gilbarg and Trudinger (1983, Lem. 14.16); Foote (1984) for more details.

10.2. The initial value problem. Given AΩ,BΩ,CΩ as in Sec. 8.2 and AΓ,BΓ,CΓ as in
Sec. 9.2, we consider the initial value problem

Problem 10.2. Find u and v such that

∂
•u+∇ · (BΩu)−∇ · (AΩ∇u)+CΩu+(∇ ·w)u = 0 on Ω(t)(10.3a)

∂
•v+∇ · (BΓv)−∇ · (AΓ∇Γv)+CΓv+(∇Γ ·w)v = 0 on Γ(t)(10.3b)

(−BΩu+AΩ∇Γu) ·ν +(αu−βv) = 0 on Γ(t)(10.3c)

u(0) = u0 on Ω0, v(0) = v0 on Γ0.(10.3d)

Remark 10.3. The problem (1.6) is recovered by setting AΩ = a Ω,BΩ = b Ω −w and
CΩ = c Ω and AΓ = a Γ,BΓ = b Γ−wτ and CΓ = c Γ−∇Γ ·wν , where w = wτ +wν is a
decomposition of w into tangential and normal components on Γ(t).

10.3. The bilinear forms and transport formulae. We set

m
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)

ηζ dx+β

∫
Γ(t)

ξ ρ dσ (η ,ξ ),(ζ ,ρ) ∈H(t)

g
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)

ηζ ∇ ·wdx+β

∫
Γ(t)

ξ ρ∇Γ ·wdσ (η ,ξ ),(ζ ,ρ) ∈H(t)

as
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)

AΩ∇η ·∇ζ +CΩηζ dx

+β

∫
Γ(t)

AΓ∇Γξ ·∇ρ +CΓξ ρ dσ

+
∫

Γ(t)
(αη−βξ )(αζ −βρ)dσ . (η ,ξ ),(ζ ,ρ) ∈ V(t)

an
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)

BΩη ·∇ζ dx+β

∫
Γ(t)

BΓξ ·∇Γρ dσ (η ,ξ ) ∈ H(t),

(ζ ,ρ) ∈ V(t).
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We can combine the transport formula for the bulk and surface only cases (8.9) and (9.11)
for m, (8.10) and (9.12) for as and (8.11) and (9.13) to derive transport laws for these
coupled bilinear forms First, for η ,ζ ∈C1

H we have

d
dt

m
(
t;η ,ζ

)
= m

(
t;∂
•
η ,ζ

)
+m

(
t;η ,∂ •ζ

)
+g
(
t;η ,ζ

)
,(10.4)

for η ,ζ ∈C1
V , we have

d
dt

as
(
t;η ,ζ

)
= as

(
t;∂
•
η ,ζ

)
+as

(
t;η ,∂ •ζ

)
+bs

(
t;η ,ζ

)
,(10.5)

and for η ∈C1
H,ζ ∈C1

V , we have

d
dt

an
(
t;η ,ζ

)
= an

(
t;∂
•
η ,ζ

)
+an

(
t;η ,∂ •ζ

)
+bn

(
t;η ,ζ

)
,(10.6)

where bs(t; ·, ·) : V(t)×V(t)→ R is given for (η ,ξ ),(ζ ,ρ) ∈ V(t) by

bs
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)
B(w,AΩ)∇η ·∇ζ +(∂ •CΩ +CΩ∇ ·w)ηζ dx

+β

∫
Γ(t)
B(w,AΓ)∇Γξ ·∇Γρ +(∂ •CΓ +CΓ∇Γ ·w)ξ ρ dσ

+
∫

Γ(t)
(αη−βξ )(αζ −βρ)∇Γ ·wdσ ,

and bn(t; ·, ·) : H(t)×V(t)→ R is given for (η ,ξ ) ∈H(t),(ζ ,ρ) ∈ V(t) by

bn
(
t;(η ,ξ ),(ζ ,ρ)

)
= α

∫
Ω(t)
Badv(w,BΩ)η ·∇ζ dx+β

∫
Γ(t)
Badv(w,BΓ)ξ ·∇Γρ dσ .

We define b(t; ·, ·) : V(t)×V(t)→ R to be

b(t;η ,ζ ) := bs(t;η ,ζ )+bn(t;η ,ζ ) for η ,ζ ∈ V(t).

We also have the estimates that there exists a constant c > 0 such that for all t ∈ (0,T ) we
have ∣∣∣g(t;η ,ζ

)∣∣∣≤ c
∥∥η
∥∥
H(t)

∥∥∥ζ

∥∥∥
H(t)

for all η ,ζ ∈H(t)(10.7) ∣∣∣bs
(
t;η ,ζ

)∣∣∣≤ c
∥∥η
∥∥
V(t)

∥∥∥ζ

∥∥∥
V(t)

for all η ,ζ ∈ V(t)(10.8) ∣∣∣bn
(
t;η ,ζ

)∣∣∣≤ c
∥∥η
∥∥
H(t)

∥∥∥ζ

∥∥∥
V(t)

for all η ∈H(t),ζ ∈ V(t).(10.9)

10.4. Variational formulation. We consider a weak form of (1.6).

Problem 10.4. Given (u0,v0) ∈ H0, find (u,v) ∈ W(V,V∗) such that for almost every
t ∈ [0,T ] we have
(10.10)
m(t;∂

•(u,v),ζ )+g(t;(u,v),ζ )+a(t;(u,v),ζ ) = 0 for all ζ ∈ H1(Ω(t))×H1(Γ(t))

u(0) = u0, v(0) = v0.
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Theorem 10.5. There exists a unique solution pair (u,v) which satisfies the stability
bound:

sup
t∈[0,T ]

‖(u,v)‖2
(L2(Ω(t))×L2(Γ(t)))+

∫ T

0
‖(u,v)‖2

(H1(Ω(t))×H1(Γ(t))) dt(10.11)

≤ c‖(u0,v0)‖2
(L2(Ω0)×L2(Γ0))

and if (u,v) ∈ H1(Ω0)×H1(Γ0)) then

sup
t∈[0,T ]

‖(u,v)‖2
(H1(Ω(t))×H1(Γ(t)))+

∫ T

0
‖∂ •(u,v)‖2

(L2(Ω(t))×L2(Γ(t))) dt(10.12)

≤ c‖(u0,v0)‖2
(H1(Ω0)×H1(Γ0))

.

Proof. We again apply the abstract theory of Thm. 2.15 and check the assumptions. Ass. 2.9
and 2.13 are shown in Alphonse et al. (2015b, Sec 5.3). It is clear that (M1) and (M2) hold
since m(t; ·, ·) is equal to theH(t)-inner product. The assumptions (G1) and (G2) are shown
in (10.4) and (10.7). We know that the map t 7→ a(t; ·, ·) is differentiable hence measurable
which shows (A1). The coercivity (A3) and boundedness (As4) of as and boundedness of
an (An4) follow from standard arguments since the extra cross term is clearly positive (see
also Elliott and Ranner (2013, Thm. 3.2)). The existence of the bilinear forms bs (Bs1) and
bn (Bn1) has been shown in (10.5) and (10.6) and the estimates (Bs2) and (Bn2) are shown
in (10.8) and (10.9). �

10.5. Discretisation of the domain and finite element spaces. In order to define our
computational method we use the construction of the isoparametric domain of order k used
in Sec. 8.5. This defines an evolving triangulated bulk domain {Ωh(t)}t∈[0,T ] (Def. 4.32(b))
equipped with an evolving conforming subdivision {Th(t)}t∈[0,T ] (Def. 4.32(a)). We will
assume that {Th(t)}t∈[0,T ] is a uniformly quasi-uniform subdivision (Def. 4.35(a)). We will
make the same assumptions on the domain as in Sec. 8.5 which allow us to show Prop. 8.9.
Namely, we conclude that we can define an evolving bulk finite element space {SΩ

h (t)}
((8.18) and Def. 4.34(a)) consisting of Lagrange finite elements of order k (Ex. 4.7(b)) over
a uniformly k-regular evolving subdivision (Def. 4.35(b)). By h we denote the maximum
mesh diameter over time (4.24):

h := max
t∈[0,T ]

max
K(t)∈Th(t)

diam(K̃(t)).

Throughout the remainder of this section we will denote global discrete quantities with a
subscript h ∈ (0,h0). We assume implicitly that these structures exist for each h in this
range (see also Rem. 4.11 and 6.11).

For t ∈ [0,T ], we write Γh(t) = ∂Ωh(t) and T Γ
h (t) for the boundary faces of Th(t):

T Γ
h (t) := {K(t)∩Γh(t) : K(t) ∈Th(t)} .

We note that {T Γ
h (t)}t∈[0,T ] is also an evolving conforming subdivision (Def. 6.27(a))

which we assume is uniformly quasi-uniform (Def. 6.29(c)). In fact, this is the construction
we have previously used for an evolving surface in Sec. 9 so that we may make the same
conclusions as Prop. 9.8. That is that we can define an evolving surface finite element
space {SΓ

h (t)} ((9.19) and Def. 6.28(a)) consisting of Lagrange finite elements of order k
(Ex. 6.7(b)) over a uniformly k-regular, evolving subdivision {T Γ

h (t)}t∈[0,T ] (Def. 6.29(b)).
Our analysis will make use of the product Hilbert spacesHh(t) :=L2(Ωh(t))×L2(Γh(t))

and Vh(t) :=H1
T (Th(t))×H1

T (T
Γ

h (t)) and the product finite element space Sh(t) :=SΩ
h (t)×
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SΓ
h (t). Using Lem. 4.23 and 6.20 we can identify elements of Sh(t) as a product of contin-

uous functions on Ω(t) and Γ(t) and that Sh(t)⊂ Vh(t). We equip Sh(t) with the norms:

‖(χh,%h)‖Vh(t)
:=
(
‖χh‖2

H1(Th(t))
+‖%h‖2

H1(T Γ
h (t))

)1/2

‖(χh,%h)‖Hh(t)
:=
(
‖χh‖2

L2(Ωh(t))
+‖%h‖2

L2(Γh(t))

)1/2
.

The previous constructions define a global flow map Φh
t : Ωh,0→ Ωh(t) (Def. 4.32(c))

and discrete velocity Wh (Def. 4.32(d)), with well defined surface restrictions Φh
t |Γh,0 (Def. 6.27(c))

and Wh|Γh(t) (Def. 6.27(d)). For each t ∈ [0,T ], we define the discrete push forward map
φ h

t : Hh(0)→Hh(t) by

(φt(ηh,ξh))(x,y) :=(ηh(Φ
h
−t(x)),ξh(Φ

h
−t(y))) for (ηh,ξh)∈Hh(0),x∈Ωh(t),y∈Γh(t).

Since we have shown that {Th}t∈[0,T ] and {T Γ
h (t)}t∈[0,T ] are both uniformly k-regular

and uniformly quasi-uniform, the spaces (Hh(t),φ h
t |Hh,0)t∈[0,T ], (Vh(t),φ h

t |Vh,0)t∈[0,T ] and
(Sh(t),φ h

t |Sh,0)t∈[0,T ] form a compatible pair (Def. 2.2). Further, we can define the spaces
L2
Hh

(2.1) and C1
Hh

(2.2) and we can define a material derivative for functions ηh =(ηh,ξh)∈
C1
Hh

which can be identified as (3.3):

∂
•
h ηh = (∂ •h ηh,∂

•
h ξh).

10.6. Construction of lifted finite element space. We have already constructed a bijec-
tion between the computational domain Ωh(t) and the continuous domain Ω̄(t). In Sec. 8.6,
for each t ∈ [0,T ], we constructed element-wise a bijection Λh(·, t) : Ωh(t)→ Ω̄(t). Fur-
thermore, we note that the restriction of the lifting operator to Γh(t), Λh(·, t)|Γh(t), is simply
the normal projection operator which is the lifting operator used in Sec. 9.6.

For each bulk finite element K(t)∈Th(t), we can use Def. 5.1 to construct an associated
lifted bulk finite element (K`(t),P`(t),Σ`(t)). We will denote the set of lifted bulk finite
elements by T `

h (t). For each surface finite element E(t) ∈ T Γ
h (t), we can use Def. 7.1 to

construct an associated lifted surface finite element (E`(t),P`
E(t),Σ

`
E(t)). We will denote

the set of lifted surface finite elements by T Γ,`
h (t).

For t ∈ [0,T ] and a function pair ηh = (ηh,ξh) : Ωh(t)×Γh(t)→ R2, we define the lift
ηh

` = (ηh,ξh)
` : Ω(t)×Γ(t)→ R2 by

ηh
`(Λh(x, t), p(y, t)) :=

(
ηh(x),ξh(y)

)
for x ∈Ωh(t),y ∈ Γh(t).

We will often write ηh
` = (ηh,ξh)

` = (η`
h,ξ

`
h) to signify that the lifting process is simply a

combination the previous lifts for the surface and bulk components.
We will also make use of an inverse lift for functions on Ω(t)×Γ(t). For η =(η ,ξ ) : Ωh×

Γ(t)→R2, we define he inverse lift of η , denoted by η−` = (η ,ξ )−` : Ωh(t)×Γh(t)→R2

by
η
−`(x,y) =

(
η(Λh(x, t)),ξh(p(x, t))

)
for x ∈Ωh(t),y ∈ Γh(t).

Lemma 10.6. Let ηh ∈ Hh(t) and denote their lift by ηh
`. Then there exists constants

c1,c2 > 0 such that

c1

∥∥∥ηh
`
∥∥∥
H(t)
≤
∥∥ηh
∥∥
Hh(t)

≤ c2

∥∥∥ηh
`
∥∥∥
H(t)

(10.13)

c1

∥∥∥ηh
`
∥∥∥
V(t)
≤
∥∥ηh
∥∥
Vh(t)
≤ c2

∥∥∥ηh
`
∥∥∥
V(t)

.(10.14)
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Proof. We simply combine the results of Lem. 8.14 and Lem. 9.12. �

We use the lifts to define a product space of lifted finite element functions S`h(t) (Def. 5.7(d)
and 7.7(d)) by

S`h(t) := {χh
` : χh ∈ Sh}.

Using the lift Λh and the discrete flow Φh
t , we can defined a lifted flow map Φ`

t : Ω̄(0)→
Ω̄(t) (Def. 5.11(a)) and lifted discrete velocity wh (Def. 5.11(b)), with well defined restric-
tions Φ`

t |Γ(0) (Def. 7.12(a)) and wh|Γ(t) (Def. 7.12(b)). This allows us to define a lifted push
forward map ((3.13) and Def. 7.12(c) and 5.11(c)):

φ
`
t ((η ,ξ ))(x,y) :=

(
η(Φ`

−t(x)),ξ (Φ
`
−t(y))

)
for (η ,ξ ) ∈H0,x ∈ Ω̄(t),y ∈ Γ(t).

Using the previous constructions, applying Lem. 8.13 and 9.11, we see that (H(t),φ `
t )t∈[0,T ],

(V(t),φ `
t |V(t))t∈[0,T ] and (S`h(t),φ `

t |S`
h(t)

)t∈[0,T ] are compatible pairs uniformly for h∈ (0,h0).

We will use the notations C1
(H,φ `)

and C1
(V,φ `)

for the spaces of functions smoothly evolving

in time (2.2) with respect to the push-forward map φ `
t in H(t) and V(t) respectively. This

implies we have a well defined strong material derivative (3.15):

∂
•
` η = φ

`
t

(
d
dt

(
φ
`
−tη

))
for η ∈C1

(H,φ `)
.

10.7. The discrete problem and stability. The finite element method is based on the
variation form (2.12) of Prob. 10.4. We assume we have A K

Ω
,BK

Ω
and C K

Ω
for K ∈ Th(t)

as in Sec. 8.7 and A E
Γ
,BE

Γ
and C E

Γ
for E ∈T Γ

h (t) as in Sec. 9.7.

Problem 10.7. Given (Uh,0,Vh,0) ∈ Sh,0, find (Uh,Vh) ∈C1
Sh

such that for all t ∈ [0,T ]

(10.15)

d
dt

mh
(
t;(Uh,Vh),χh

)
+ah

(
t;(Uh,Vh),χh

)
= mh

(
t;(Uh,Vh),∂

•
h χh
)

for all χh ∈C1
Sh

Uh(0) =Uh,0,Vh(0) =Vh,0,

where for (ηh,ξh),(ζh,ρh) ∈Hh(t), we define

mh
(
t;(ηh,ξh),(ζh,ρh)

)
= α

∫
Ωh(t)

ηhζh dx+β

∫
Γh(t)

ξhρh dσh,

and, for (ηh,ξh),(ζh,ρh) ∈ Vh(t), we define

ah
(
t;(ηh,ξh),(ζh,ρh)

)
= α ∑

K(t)∈Th(t)

∫
K(t)

A K
Ω ∇ηh ·∇ζh +BK

Ωηh ·∇ζh +C K
Ω ηζh dx

+β ∑
E(t)∈T Γ

h (t)

∫
E(t)

A E
Γ ∇Eξh ·∇ρh +BE

Γ ξh ·∇Eρh +C E
Γ ξhρh dσh

+
∫

Γh

(αηh−βξh)(αζh−βρh)dσh.

We also have discrete transport formula from the bulk and surface cases:

Lemma 10.8. There exists bilinear forms gh(t; ·, ·) : Hh(t)×Hh(t)→R and bh(t; ·, ·) : Vh(t)×
Vh(t)→ R such that for all ηh = (ηh,ξh),ζh = (ζh,ρh) ∈ C1

Hh
we have

d
dt

mh
(
t;ηh,ζh

)
= mh

(
t;∂
•
h ηh,ζh

)
+mh

(
t;ηh,∂

•
h ζh
)
+gh

(
t;ηh,ζh

)
,
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and for all ηh,ζh ∈ C1
Vh

we have

d
dt

ah
(
t;ηh,ζh

)
= ah

(
t;∂
•
h ηh,ζh

)
+ah

(
t;ηh,∂

•
h ζh
)
+bh

(
t;ηh,ζh

)
,

where

gh
(
t;(ηh,ξh),(ζh,ρh)

)
= α

∫
Ωh(t)

ηhζh∇ ·Wh dx+β

∫
Γh(t)

ξhρh∇Γh ·Wh dσh,

and

bh
(
t;(ηh,ξh),(ζh,ρh)

)
= ∑

K(t)∈Th(t)

∫
K(t)
Bh(Wh,A

K
Ω )∇ηh ·∇ζh +Badv,h(Wh,B

K
Ω)ηh ·∇ζh

+(∂ •h C K
Ω +C K

Ω ∇ ·Wh)ηhζh dx

+ ∑
E(t)∈T Γ

h (t)

∫
E(t)
Bh(Wh,A

K
Γ )∇Eξh ·∇Eρh +Badv,h(Wh,B

K
Γ )ξh ·∇Eρh

+(∂ •h C K
Γ +C K

Γ ∇E ·Wh)ξhρh dσh.

Further, there exists a constant c > 0 such that, for all t ∈ [0,T ],∣∣∣gh(t;ηh,ζh)
∣∣∣≤ c

∥∥ηh
∥∥
Hh(t)

∥∥∥ζh

∥∥∥
Hh(t)

for all ηh,ζh ∈Hh(t)(10.16a) ∣∣∣bh(t;ηh,ζh)
∣∣∣≤ c

∥∥ηh
∥∥
Vh(t)

∥∥∥ζh

∥∥∥
Vh(t)

for all ηh,ζh ∈ Vh(t).(10.16b)

Proof. We simply combine Lem. 8.19 and 9.19. �

Theorem 10.9. There exists a unique solution pair (Uh,Vh) of the finite element scheme
(Prob. 10.7) which satisfies the stability bound

(10.17) sup
t∈(0,T )

‖(Uh,Vh)‖2
Hh(t)

+
∫ T

0
‖(Uh,Vh)‖2

Vh(t)
dt ≤ c

∥∥(Uh,0,Vh,0)
∥∥2
Hh(t)

.

Proof. We apply the abstract result of Thm. 3.3 and check the assumptions. The assump-
tions on mh, (Mh1) and (Mh2), follow directly since mh is equal to theHh(t) inner-product.
The estimates on ah, (Ah2) and (Ah3) follow in the same manner as Thm. 10.5. The trans-
port formulae and estimates for gh and bh, (Gh1), (Gh2) (Bh1) and (Bh2), are shown in
Lem. 10.8. �

10.8. Error analysis. We assume in this section that A h
Ω
= A −`

Ω
, Bh

Ω
= B−`

Ω
, Ch

Ω
= C−`

Ω
,

A h
Γ
= A −`

Γ
, Bh

Γ
= B−`

Γ
, Ch

Γ
= C−`

Γ
. The space of lifted finite element functions S`h(t) is

equipped with the follow approximation property:

Lemma 10.10 (Approximation property). For η = (η ,ξ ) ∈ C(Ω(t))×C(Γ(t)) the La-
grangian interpolation operator Ihη is well defined. Furthermore, the following bounds
hold for a constant c > 0 for all h ∈ (0,h0) and t ∈ [0,T ]:∥∥η− Ihη

∥∥
H(t)+h

∥∥η− Ihη
∥∥
V(t) ≤ chk+1∥∥η

∥∥
Z(t) for η ∈ Z(t)(10.18) ∥∥η− Ihη

∥∥
H(t)+h

∥∥η− Ihη
∥∥
V(t) ≤ ch2∥∥η

∥∥
Z0(t)

for η ∈ Z0(t).(10.19)

Proof. We define the interpolation operator to be Ih(η ,ξ )= (Ihη , Ihξ ) for (η ,ξ )∈C(Ω(t)×
C(Γ(t))). The proof follows by combining the result of Lem. 9.21 and Lem. 8.21. �
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Lemma 10.11. There exists a bilinear forms g`(t; ·, ·) : H(t)×H(t)→R and b`(t; ·, ·) : V(t)×
V(t)→ R given by

g`
(
t;(η ,ξ ),(ζ ,ρ)

)
:= α

∫
Ω(t)

ηζ ∇ ·wh dx+β

∫
Γ(t)

ξ ρ∇Γ ·wh dσ

b̃h
(
t;(η ,ξ ),(ζ ,ρ)

)
:= α

∫
Ω(t)
B(wh,AΩ)∇η ·∇ζ +Badv(wh,BΩ)η ·∇ζ

+(∂ •` CΩ +CΩ∇ ·wh)ηζ dx

+β

∫
Γ(t)
B(wh,AΓ)∇Γξ ·∇Γρ +Badv(wh,BΓ)ξ ·∇Γρ

+(∂ •` cΓ +CΓ∇Γ ·wh)ξ ρ dσ

+
∫

Γ(t)
(αη−βξ )(αζ −βρ)∇Γ ·wh dσ ,

such that

d
dt

m(t;η ,ζ ) = m(t;∂
•
` η ,ζ )+m(t;η ,∂ •` ζ )+g`(t;η ,ζ )(10.20)

for η ,ζ ∈C1
(H,φ `)

d
dt

a(t;η ,ζ ) = a(t;∂
•
` η ,ζ )+a(t;η ,∂ •` ζ )+b`(t;η ,ζ )(10.21)

for η ,ζ ∈C1
(V,φ `)

.

Furthermore, there exists a constant c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0) we
have ∣∣∣g`(t;η ,ζ )

∣∣∣≤ c
∥∥η
∥∥
H(t)

∥∥∥ζ

∥∥∥
H(t)

for all η ,ζ ∈H(t)(10.22) ∣∣∣b`(t;η ,ζ )
∣∣∣≤ c

∥∥η
∥∥
V(t)

∥∥∥ζ

∥∥∥
V(t)

for all η ,ζ ∈ V(t).(10.23)

Proof. We combine the results of Lem. 8.22 and 9.23. �

The geometric perturbation results now follow directly by combining the appropriate
results from Sec. 8.8 and 9.8.

Lemma 10.12. We have the estimates

|w−wh|L∞(Ω(t))+h |∇(w−wh)|L∞(Ω(t)) ≤ chk+1(10.24)

|w−wh|L∞(Γ(t))+h |∇Γ(w−wh)|L∞(Γ(t)) ≤ chk+1.(10.25)

In particular, this implies∥∥∂
•
η−∂

•
` η
∥∥
H(t) ≤ chk+1∥∥η

∥∥
V(t) for η ∈C1

V(10.26a) ∥∥∂
•
η−∂

•
` η
∥∥
V(t) ≤ chk ∥∥η

∥∥
Z0(t)

for η ∈C1
Z0
.(10.26b)

Proof. We combine the results of Lem. 8.23, 9.22 and 9.25. �
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Lemma 10.13. There exists a constant c > 0 such that for all t ∈ [0,T ] and all h ∈ (0,h0)

the following holds for all ηh,ζh ∈ Vh(t) with lifts ηh
`,ζh

` ∈ V(t):∣∣∣m(t;ηh
`,ζh

`)−mh(t;ηh,ζh)
∣∣∣≤ chk+1

∥∥∥ηh
`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

(10.27) ∣∣∣g`(t;ηh
`,ζh

`)−gh(t;ηh,ζh)
∣∣∣≤ chk+1

∥∥∥ηh
`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

(10.28) ∣∣∣a(t;ηh
`,ζh

`)−ah(t;ηh,ζh)
∣∣∣≤ chk

∥∥∥ηh
`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

(10.29) ∣∣∣b`(t;ηh
`,ζh

`)−bh(t;ηh,ζh)
∣∣∣≤ chk

∥∥∥ηh
`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

(10.30) ∣∣∣g`(t;ηh
`,ζh

`)−g(t;ηh
`,ζh)

∣∣∣≤ chk
∥∥∥ηh

`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

(10.31) ∣∣∣b`(t;ηh
`,ζh

`)−b(t;ηh
`,ζh

`)
∣∣∣≤ chk

∥∥∥ηh
`
∥∥∥
V(t)

∥∥∥ζh
`
∥∥∥
V(t)

.(10.32)

For η ,ζ ∈ Z0(t) with inverse lifts η−`,ζ−`, we have∣∣∣a(t;η ,ζ )−ah(t;η
−`,ζ−`)

∣∣∣≤ chk+1∥∥η
∥∥
Z0(t)

∥∥∥ζ

∥∥∥
Z0(t)

(10.33) ∣∣∣b`(t;η ,ζ )−bh(t;η
−`,ζ−`)

∣∣∣≤ chk+1∥∥η
∥∥
Z0(t)

∥∥∥ζ

∥∥∥
Z0(t)

(10.34) ∣∣∣a(t;∂
•
` η ,ζ )−ah(t;∂

•
h η
−`,ζ−`)

∣∣∣≤ chk+1(
∥∥η
∥∥
Z0(t)

+
∥∥∂
•
η
∥∥
Z0(t)

)
∥∥∥ζ

∥∥∥
Z0(t)

(10.35)

Proof. We combine the results of Lem. 8.24 and 9.24. �

We require one final result in order to show the error bound.

Lemma 10.14. For any t ∈ [0,T ], let z,πhz be as in (3.20) and η = (η ,ξ ) = z−πhz∈V(t),
then for all ζ = (ζ ,ρ) ∈ Z0(t), we have

(10.36)
∣∣∣b(η ,ζ

)∣∣∣≤ c
(∥∥η

∥∥
H(t)+h

∥∥η
∥∥
V(t)+hk+1 ‖z‖Z0(t)

)∥∥∥ζ

∥∥∥
Z0(t)

.

Proof. The proof follows a similar path to Lem. 8.25. We start by fixing t ∈ [0,T ]. We
recall that for any η ∈ H1(Ω(t)), there exists ξη ∈ H1/2(Γ(t)) such that

(H1/2(Γ(t)))′〈ξη ,ζ 〉H1/2(Γ(t)) = (η ,ζ )L2(Γ(t)),

and ξη satisfies ∥∥ξη

∥∥
H1/2(Γ(t)) = ‖η‖(H1/2(Γ(t)))′(10.37a) ∫

Γ(t)
ξη η dσ = ‖η‖(H1/2(Γ(t)))′ .(10.37b)

As in Sec. 3.3, we introduce κ > 0 such that there exists a constant c > 0 such that

aκ(t;ζ ,ζ ) := a(t;ζ ,ζ )+κm(t;ζ ,ζ )≥
∥∥∥ζ

∥∥∥2

V(t)
for all ζ ∈ V(t).

We wish to estimate the trace of η , the bulk component of z−πhz, in the (H1/2(Γ(t)))′-
norm. We consider the dual problem: Given ξη , find R(ξη) = (RΩ(ξη),RΓ(ξη)) ∈ V(t)
such that

(10.38) aκ
(
ζ ,R(ξη)

)
=
∫

Γ(t)
ξη ζ dσ for all ζ = (ζ ,ρ) ∈ V(t).
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This problem is the weak form of coupled bulk surface elliptic problems and has a unique
weak solution in V(t) (see Elliott and Ranner 2013, Thm. 3.2) which satisfies the estimate∥∥R(ξη)

∥∥
V(t) ≤C

∥∥ξη

∥∥
H1/2(Γ(t)) =C‖η‖(H1/2(Γ(t)))′ .

The problem with ρ = 0 is a weak form of the problem:

−∇ · (AΩ∇RΩ(ξη))+BΩ ·∇RΩ(ξη)+(CΩ +κ)RΩ(ξη) = 0(10.39)

AΩ∇RΩ(ξη)+αRΩ(ξη) = ξη +αRΓ(ξη).(10.40)

This is a Robin problem which satisfies the regularity estimate (Ladyzhenskaya and Uralt-
seva, 1968; Gilbarg and Trudinger, 1983)∥∥RΩ(ξη)

∥∥
H2(Ω(t)) ≤ c

∥∥ξη

∥∥
H1/2(Γ(t))+ c

∥∥RΓ(ξη)
∥∥

H1/2(Γ)
≤ c‖η‖(H1/2(Γ(t)))′ .

The problem with ζ = 0 is a weak form of a surface elliptic problem with right hand side
βRΩ(ξη) which satisfies the regularity estimate (Aubin, 1982).∥∥RΓ(ξη)

∥∥
H2(Γ(t)) ≤ c

∥∥RΩ(ξη)
∥∥

L2(Γ(t)) ≤ c‖η‖(H1/2(Γ(t)))′ .

Combining the two regularity estimates we see that

(10.41)
∥∥R(ξη)

∥∥
Z0(t)

≤ c‖η‖(H1/2(Γ(t)))′ .

We note that the constant here is independent of time t ∈ [0,T ].
We see using (10.37b) and ζ = η = (η ,ξ ) in (10.38) that

(10.42)

‖η‖(H1/2(Γ(t)))′ =
∫

Γ(t)
ξη η dσ = aκ

(
η ,R(ξη)

)
= aκ

(
η ,R(ξη)−IhR(ξη)

)
+aκ

(
η , IhR(ξη)

)
.

For the first term on the right hand side of (10.42), we apply the boundedness of aκ and
the interpolation estimate (10.19) to see∣∣aκ
(
η ,R(ξη)− IhR(ξη)

)∣∣≤ c
∥∥η
∥∥
V(t)

∥∥R(ξη)− IhR(ξη)
∥∥
V(t)≤ ch

∥∥η
∥∥
V(t)

∥∥R(ξη)
∥∥
Z0(t)

.

For the second term on the right hand side of (10.42), we apply the geometric estimates
(10.29), (10.27) and (10.33) and the interpolation estimate (10.19) to see that∣∣aκ

(
η , IhR(ξη)

)∣∣= ∣∣∣aκ(πhz, IhR(ξη))−aκ
h (Πhz, ĨhR(ξη))

∣∣∣
≤
∣∣∣aκ(πhz− z, IhR(ξη))−aκ

h (Πhz− z−`, ĨhR(ξη))
∣∣∣

+
∣∣∣aκ(z, IhR(ξη)−R(ξη))−aκ

h (z
−`, ĨhR(ξη)−R(ξη)

−`)
∣∣∣

+
∣∣∣aκ(z,R(ξη))−aκ

h (z
−`,R(ξη)

−`)
∣∣∣

≤ chk+1 ‖z‖Z0(t)

∥∥R(ξη)
∥∥
Z0(t)

.

Hence, combining the previous estimates and applying the dual regularity (10.41), we infer
that

‖η‖2
(H1/2(Γ(t)))′ ≤ c

(
h
∥∥η
∥∥
V(t)+hk+1 ‖z‖Z0(t)

)∥∥R(ξη)
∥∥
Z0(t)

≤ c
(

h
∥∥η
∥∥
V(t)+hk+1 ‖z‖Z0(t)

)
‖η‖(H1/2(Γ(t)))′ ,

and we have shown that

(10.43) ‖η‖(H1/2(Γ(t)))′ ≤ c
(

h
∥∥η
∥∥
V(t)+hk+1 ‖z‖Z0(t)

)
.
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Returning to (10.36), we now see that for (η ,ξ ) = z−πhz and (ζ ,ρ) ∈ Z0(t) that∣∣b(t;(η ,ξ ),(ζ ,ρ)
)∣∣≤ α

∣∣∣∣∫
Ω(t)
B(w,AΩ)∇η ·∇ζ dx

∣∣∣∣+α

∣∣∣∣∫
Ω(t)
Badv(w,BΩ)η ·∇ζ dx

∣∣∣∣
+α

∣∣∣∣∫
Ω(t)

(∂ •CΩ +CΩ∇ ·w)ηζ dx
∣∣∣∣+β

∣∣∣∣∫
Γ(t)
B(w,AΓ)∇Γξ ·∇Γρ dσ

∣∣∣∣
+β

∣∣∣∣∫
Γ(t)
Badv(w,BΓ)ξ ·∇Γρ dσ

∣∣∣∣+β

∣∣∣∣∫
Γ(t)

(∂ •CΓ +CΓ∇Γ ·w)ξ ρ dσ

∣∣∣∣
+

∣∣∣∣∫
Γ(t)

(αη−βξ )(αζ −βρ)∇Γ ·wdσ

∣∣∣∣
=: αI1 +αI2 +αI3 +β I4 +β I5 +β I6 + I7.

The estimates for I2, I3, I5, I6 and I7 are clear

αI2 +αI3 +β I5 +β I6 + I7 ≤ c‖(η ,ξ )‖H(t) ‖(ζ ,ρ)‖Z0(t) .

For I1, we apply similar reasoning to Lem. 8.25 with our estimate for η (10.43) and for
I4, we apply similar reasoning to (9.67). Combining these estimates shows the desired
bound. �

Theorem 10.15. Let (u,v) ∈ L2
V be the solution of (10.10) which we assume satisfies the

regularity bound

(10.44) sup
t∈(0,T )

‖(u,v)‖2
Z(t)+

∫ T

0
‖∂ •(u,v)‖2

Z(t) dt ≤Cu,v.

Let (Uh,Vh)∈C1
Sh

, be the solution of the finite element scheme (10.15) and write (uh,vh) =

(Uh,Vh)
`. Then we have the following error estimate

(10.45) sup
t∈(0,T )

‖(u,v)− (uh,vh)‖2
H(t)+h2

∫ T

0
‖(u,v)− (uh,vh)‖2

V(t) dt

≤ c
∥∥(u0,v0)− (uh,0,vh,0)

∥∥2
H(t)+ ch2k+2Cu,v.

Proof. We apply abstract Thm. 3.11 and check the assumptions. We know the lift is stable
from Lem. 10.6. The existence and boundedness of g` and bκ

` are dealt with in Lem. 10.11.
The interpolation properties (I1) and (I2) are shown in Lem. 10.10. The geometric pertur-
bation estimates (P1) to (P9) are shown in Lem. 10.12 and 10.13. Finally, (B3) is shown in
Lem. 10.14. �

11. NUMERICAL RESULTS

11.1. Implementation. The finite element methods were implemented using DUNE. In
our numerical examples, we integrate the coefficients A h

Ω
,Bh

Ω
, C h

Ω
, A h

Γ
, Bh

Γ
and ch

Γ
using

a sufficiently accurate quadrature which does not affect the order of convergence of the
schemes.We discretise in time using an implicit Euler time stepping scheme. The time step
τ is scaled so that the optimal error scales are recovered. At each time step we solve the
full system using the generalised minimal residual method,

The code produced to run these computations is available at

https://github.com/tranner/dune-evolving-domains

https://github.com/tranner/dune-evolving-domains
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Let T = 1, and t ∈ [0,T ]. For t ≥ 0, we define Ω(t) via a parametrisation G : Ω0×
R+ → R, for Ω0 = B(0,1) ⊂ R3 the unit ball in three-dimensions. The parametrisation
G : Ω̄×R+→ R3 is given by

G(x, t) =
(

a(t)1/2x1,x2,x3

)
, a(t) = 1+

1
4

sin(t),

with velocity field w given by

w(x, t) =
(

cos(t)x1

8(1+1/4sin(t))
,0,0

)
for x ∈ Ω̄(t).

The geometry is the same for each problem, which corresponds to an ellipsoidal domain
growing along a single axis, but we solve in and on different parts of the domain.

For each test problem, for each iteration we complete an appropriate number of bisec-
tional refinements (projecting boundary nodes on to the exact surface using the normal
projection operator (9.4)) from a macro triangulation in order to approximately half the
mesh size h and scale the time step τ to recover the optimal order of convergence – i.e.
τ j = τ02−(k+1) j. We show the error in an L2-norm at the final time. The experimental order
of convergence (eoc) at level j is computed by

(eoc) j = log(E j/E j−1)/ log(h j/h j−1).

Errors in an H1-norm demonstrate an order of convergence less and are not listed here.

11.2. Problem on a bulk domain (1.4). We set the parameters in the equation as A =
(1+ x2

1)Id, B = (1,2,0), C = cos(x1x2) and compute additional right hand sides in (1.4a)
and (1.4b) and take appropriate initial data so that the solution is given by

u(x, t) = sin(t)cos(πx1)cos(πx2) for x ∈Ω(t).

We compute with k = 1,2. The results are shown in Tab. 11.1 and 11.2.

h τ L2(Ω(T )) error (eoc)
1.10017 1.00000 7.54412 ·10−2 —

8.82662 ·10−1 2.50000 ·10−1 1.72380 ·10−1 −3.75139
5.23405 ·10−1 6.25000 ·10−2 1.07326 ·10−1 0.90670
2.79882 ·10−1 1.56250 ·10−2 3.17823 ·10−2 1.94407
1.44128 ·10−1 3.90625 ·10−3 8.34529 ·10−3 2.01489

TABLE 11.1. k = 1

h τ L2(Ω(T )) error (eoc)
1.10017 1.00000 4.46630 ·10−2 —

8.82662 ·10−1 1.25000 ·10−1 4.44526 ·10−2 0.02144
5.23405 ·10−1 1.56250 ·10−2 7.59648 ·10−3 3.38076
2.79882 ·10−1 1.95312 ·10−3 1.05698 ·10−3 3.15065
1.44128 ·10−1 2.44141 ·10−4 1.38589 ·10−4 3.06126

TABLE 11.2. k = 2
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11.3. Problem on a closed surface (1.5). We set the parameters in the equation as A =
(1+ x2

1)Id, B = (1,2,0)− (1,2,0) · νν , C = sin(x1x2) and compute an additional right
hand side in (1.5a) and take appropriate initial data so that the solution is given by

u(x, t) = sin(t)x2x3 for x ∈ Γ(t).

We compute with k = 2,3. The results are shown in Tab. 11.3 and 11.4.

h τ L2(Γ(T )) error (eoc)
8.31246 ·10−1 1.00000 9.83996 ·10−2 —
4.40053 ·10−1 1.25000 ·10−1 1.47435 ·10−2 2.98450
2.22895 ·10−1 1.56250 ·10−2 1.99237 ·10−3 2.94251
1.11969 ·10−1 1.95312 ·10−3 2.50039 ·10−4 3.01456
5.60891 ·10−2 2.44141 ·10−4 3.12365 ·10−5 3.00895

TABLE 11.3. k = 2

h τ L2(Γ(T )) error (eoc)
8.31246 ·10−1 1.00000 9.88086 ·10−2 —
4.40053 ·10−1 6.25000 ·10−2 7.60635 ·10−3 4.03157
2.22895 ·10−1 3.90625 ·10−3 4.92316 ·10−4 4.02476
1.11969 ·10−1 2.44141 ·10−4 3.08257 ·10−5 4.02448
5.60891 ·10−2 1.52588 ·10−5 1.89574 ·10−6 4.03416

TABLE 11.4. k = 3

11.4. Problem on a coupled bulk-surface domain (1.6). We set the parameters in the
equation as AX = Id, BX = (0,0,0), CX = 0, for X = Ω and Γ, and α = β = 1, and
compute additional right hand sides in (1.6a), (1.6b) and (1.6c) and take appropriate initial
data so that the solution is given by

u(x, t) = sin(t)x1x2 for x ∈Ω(t)

v(x, t) = sin(t)x2x3 for x ∈ Γ(t).

We compute with k = 1,2. The results are shown in Tab. 11.5 and 11.6.

h τ L2(Ω(T )) error (eoc) L2(Γ(T )) error (eoc)
1.10017 1.00000 1.40014 ·10−2 — 7.41054 ·10−2 —

8.82662 ·10−1 2.50000 ·10−1 2.61297 ·10−2 −2.83240 4.53161 ·10−2 2.23275
5.23405 ·10−1 6.25000 ·10−2 9.52446 ·10−3 1.93118 1.58725 ·10−2 2.00746
2.79882 ·10−1 1.56250 ·10−2 2.61552 ·10−3 2.06458 4.25452 ·10−3 2.10325
1.44128 ·10−1 3.90625 ·10−3 6.72781 ·10−4 2.04591 1.08139 ·10−3 2.06389

TABLE 11.5. k = 1
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h τ L2(Ω(T )) error (eoc) L2(Γ(T )) error (eoc)
1.10017 1.00000 2.44058 ·10−2 — 1.22069 ·10−1 —

8.82662 ·10−1 1.25000 ·10−1 2.92797 ·10−3 9.62654 9.65135 ·10−3 11.51950
5.23405 ·10−1 1.56250 ·10−2 4.02385 ·10−4 3.79775 1.47977 ·10−3 3.58832
2.79882 ·10−1 1.95312 ·10−3 5.08882 ·10−5 3.30323 1.87863 ·10−4 3.29708
1.44128 ·10−1 2.44141 ·10−4 6.36219 ·10−6 3.13299 2.34864 ·10−5 3.13304

TABLE 11.6. k = 2
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APPENDIX A. A FAÁ DI BRUNO FORMULA FOR PARAMETRIC SURFACES

A partition of the set {1, . . . ,m} is a collection of non-empty subsets (σ1, . . . ,σr) such
that σs∩σs′ = /0 if s′ 6= s and

⋃r
s=1 σs = {1, . . . ,m}. We call r the order of the partition and

denote by |σs| the number of elements in σs. We say that two sets σ = {σ(1), . . . ,σ(|σ |)}
and σ ′= {σ ′(1), . . . ,σ ′(|σ ′|)} are ordered and write σ ≺σ ′ if min1≤l≤|σ |σ(l)<min1≤l≤|σ ′|σs′(l).

We denote by Pm,r the set of ordered non-empty partitions of {1, . . . ,m} of order r:

Pm,r :=
{
(σ1, . . . ,σr) : |σs|> 0 for 1≤ s≤ r,σs∩σs′ = /0 for 1≤ s 6= s′ ≤ r,

r⋃
s=1

σs = {1, . . . ,m}, and σs ≺ σs′ if 1≤ s < s′ ≤ r
}
.

We note that we have Pm,1 = {({1,2, . . . ,m})} and Pm,m = {({1},{2}, . . . ,{m})}. That is
that Pm,1 and Pm,m each contain one partition.

For a subset σ ⊂{1, . . . ,m}, given j1, . . . , jm ∈{1, . . . ,n}, we write for smooth η : Rn→
R

∂ |σ |

∂x jσ
η :=

∂

∂x jσ(|σ |)

· · · ∂

∂x jσ(1)

η .

Note that it is possible to have repeated indexes jr which are not distinguished in this
formula.

Theorem A.1. Let Γ ⊂ Rn+1 be a Cm surface with parametrisation X : Θ→ Γ over Θ ⊂
Rn. We denote the components of X by X(θ) = (X1(θ), . . . ,Xn+1(θ)) for θ ∈ Θ and the
components of ∇Γ by ((∇Γ)1, . . .(∇Γ)n+1). Let f : Γ→R be in Cm(Γ) and write F : Θ→R
for the function defined by F(θ) = f (X(θ)) for θ ∈Θ. Then F ∈Cm(Θ) and

(A.1)
∂ m

∂θ jm . . .∂θ j1
F(θ) =

m

∑
r=1

n+1

∑
λ1,...,λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ)) ∑
Pm,r

r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ).

Before we show the result we will include some examples to show how this result can
be interpreted and related to previous results.

Example A.2. (1) Consider the case n = 1 and Γ is a flat hypersurface. In this case
j1 = . . . jm = 1. Then the (A.1) translates to

dm

dθ m F(θ) =
m

∑
r=1

2

∑
λ1,...,λr=1

(∇Γ)λr . . .(∇Γ)λ1 f (X(θ)) ∑
Pm,r

r

∏
s=1

d|σs|

dθ |σs|
Xλs(θ).

We note that (∇Γ)λ f = ∂ f/∂x if λ = 1 and 0 otherwise and that X(θ)2 = 0.
Finally we note that the terms involving X(θ) can be reordered as

∑
Pm,r

r

∏
s=1

d|σs|

dθ |σs|
(X(θ))λs = ∑

E(m,r)

m

∏
q=1

ci

(
dq

dθ q X(θ)

)iq
,

where E(m,r) is given by

E(m,r) = {i ∈ Nm
0 :

m

∑
q=1

iq = r and
m

∑
q=1

qiq = m}.

The set E(m,r) rather than being a set of partitions maps each partitions (σ1, . . . ,σr)
to a vector i ∈ Nm

0 such that iq is the number of sets in the partition such that
|σs|= q for q = 1, . . . ,m. We can make the simplification in this case since, here,
the order of derivatives is not important, whereas we wish to track this in (A.1).
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Furthermore, the mapping from partitions to vectors i is not one-to-one (in partic-
ular because i does not care about ordering) which results in the constant ci which
counts how many partitions map to the same i.

We recover the result of (Bernardi, 1989, Eq. 2.9) in the scalar case:

dm

dθ m F(θ) =
m

∑
r=1

∂ r f
∂xr (X(θ)) ∑

E(m,r)

m

∏
q=1

ci

(
dq

dθ q X(θ)

)iq
.

(2) We return to the general case, but to low numbers of derivatives. It is clear that

∂

∂θ j1
F(θ) =

n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂

∂θ j1
Xλ1(θ).

To start to understand the inductive procedure we will apply in the proof of
Thm. A.1, we construct a second derivative. We apply the product rule to see

∂ 2

∂θ j2∂θ j1
F(θ)

=
∂

∂θ j2

n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂

∂θ j1
Xλ1(θ)

=
n+1

∑
λ1=1

(
∂

∂θ j2
(∇Γ)λ1 f (X(θ))

)
∂

∂θ j1
Xλ1(θ)

+(∇Γ)λ1 f (X(θ))

(
∂

∂θ j2

∂

∂θ j1
Xλ1(θ)

)
=

n+1

∑
λ1=1

n+1

∑
λ2=1

(∇Γ)λ2(∇Γ)λ1 f (X(θ))
∂

∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)

+
n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂ 2

∂θ j2∂θ j1
Xλ1(θ).

We see that the extra derivative either applies to the terms from the lower order
derivative involving X or else apply to the terms involving f , in which case an
extra first derivative of X is included. The result is a sum of these two terms.
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To understand further how the terms involving X arise, we compute a third
order derivative. Applying the same procedure as above we see

∂ 3

∂θ j3∂θ j2∂θ j3
F(θ)

=
∂

∂θ j3

(
n+1

∑
λ1=1

n+1

∑
λ2=1

(∇Γ)λ2(∇Γ)λ1 f (X(θ))
∂

∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)

+
n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂ 2

∂θ j2∂θ j1
Xλ1(θ)

)

=
n+1

∑
λ1=1

n+1

∑
λ2=1

(
∂

∂θ j3
(∇Γ)λ2(∇Γ)λ1 f (X(θ))

)
∂

∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)

+
n+1

∑
λ1=1

n+1

∑
λ2=1

(∇Γ)λ2(∇Γ)λ1 f (X(θ))
∂

∂θ j3

(
∂

∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)

)

+
n+1

∑
λ1=1

(
∂

∂θ j3
(∇Γ)λ1 f (X(θ))

)
∂ 2

∂θ j2∂θ j1
Xλ1(θ)

+
n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂

∂θ j3

∂ 2

∂θ j2∂θ j1
Xλ1(θ).

Again, we see that the θ j3 derivative can either be applied to the terms involving f
or the terms involving X and the result is a sum of these terms. Computing further
we see
∂ 3

∂θ j3∂θ j2∂θ j3
F(θ)

=
n+1

∑
λ1=1

n+1

∑
λ2=1

n+1

∑
λ3=1

(∇Γ)λ3(∇Γ)λ2(∇Γ)λ1 f (X(θ))
∂

∂θ j3
Xλ3(θ)

∂

∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)

+
n+1

∑
λ1=1

n+1

∑
λ2=1

(∇Γ)λ2(∇Γ)λ1 f (X(θ))

·
(

∂ 2

∂θ j3∂θ j2
Xλ2(θ)

∂

∂θ j1
Xλ1(θ)+

∂

∂θ j2
Xλ2(θ)

∂ 2

∂θ j3∂θ j1
Xλ1(θ)

+
∂

∂θ j3
Xλ2(θ)

∂ 2

∂θ j2 ∂θ j1
Xλ1(θ)

)
+

n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂ 3

∂θ j3∂θ j2∂θ j1
Xλ1(θ).

We end up with terms involving one, two and three derivatives of f times sums
of products of one, two and three terms involving derivatives of X respectively.
We notice that the derivatives on X are not all arbitrary combinations of j’s and
λ ’s. The θ j1 derivative always is against Xλ1 , the θ j2 derivative is always against
Xλ1 or Xλ2 and the θ j3 derivative is against Xλ1 , Xλ2 or Xλ3 . Moreover, we see that
the minimum index against Xλs is increasing in s. This property is written more
formally in the definition of Pm,r. Making this association rigorous is the route we
take to proving the theorem.
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We will show the result through the following two lemmas.

Lemma A.3. The derivatives of F can be written as
(A.2)

∂ m

∂θ jm . . .∂θ j1
F(θ) =

m

∑
r=1

n+1

∑
λ1,...,λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))α( j1, . . . , jm;λ1, . . . ,λr)(θ)

where α satisfies the recurrence relationships

α( j;λ )(θ) =
∂

∂θ j
Xλ (θ)(A.3a)

α( j1, . . . , jm+1;λ )(θ) =
∂

∂θ jm+1

α( j1, . . . , jm;λ )(θ)

(A.3b)

α( j1, . . . , jm+1;λ1, . . . ,λr)(θ) =
∂

∂θ jm+1

α( j1, . . . , jm;λ1, . . . ,λr)(θ)

(A.3c)

+

(
∂

∂θ jm+1

Xλr(θ)

)
α( j1, . . . , jm,λ1, . . . ,λr−1)(θ) for 2≤ r ≤ m

α( j1, . . . , jm+1;λ1, . . . ,λm+1)(θ) =

(
∂

∂θ jm+1

Xλm+1(θ)

)
α( j1, . . . , jm,λ1, . . . ,λm)(θ).

(A.3d)

Proof. For the base case (A.3a), we see that

∂

∂θ j
F(θ) =

n+1

∑
λ=1

(∇Γ)λ f (X(θ))
∂

∂θ j
Xλ (θ) =

n+1

∑
λ=1

(∇Γ)λ f (X(θ))α( j;λ )(θ).
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Then, given (A.2) holds up to m derivatives, we see that

∂

∂θ j

∂ m

∂θ jm · · ·∂θ j1
F(θ)

=
∂

∂θ j

m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))α( j1, . . . , jm;λ1, . . . ,λr)(θ)

=
m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

{(
∂

∂θ j
(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))

)
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

+ (∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))
∂

∂θ j
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

}
=

m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

{
n+1

∑
λr+1=1

(∇Γ)λr+1(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))

(
∂

∂θ j
Xλr+1(θ)

)
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

+ (∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))
∂

∂θ j
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

}
=

m+1

∑
r=2

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))

(
∂

∂θ j
Xλr(θ)

)
α( j1, . . . , jm;λ1, . . . ,λr−1)(θ)

+
m

∑
r=1

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))
∂

∂θ j
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

=
n+1

∑
λ1=1

(∇Γ)λ1 f (X(θ))
∂

∂θ j
α( j1, . . . , jm;λ1)(θ)

+
m

∑
r=2

n+1

∑
λ1=1
· · ·

n+1

∑
λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))

{(
∂

∂θ j
Xλr(θ)

)
α( j1, . . . , jm;λ1, . . . ,λr−1)(θ)

+
∂

∂θ j
α( j1, . . . , jm;λ1, . . . ,λr)(θ)

}
+

n+1

∑
λ1=1
· · ·

n+1

∑
λm+1=1

(∇Γ)λm+1 · · ·(∇Γ)λ1 f (X(θ))

(
∂

∂θ j
Xλm+1(θ)

)
α( j1, . . . , jm;λ1, . . . ,λm)(θ).

Reading off coefficients gives the result. �

Lemma A.4. It holds that

α( j1, . . . , jm;λ1, . . . ,λr) = ∑
Pm,r

r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ).

Proof. For the base case, m = 1, we see that α( j;λ )(θ) = ∂/∂θ j Xλ (θ) and clearly the set
of ordered partitions is P1,1 = {(1)}.

Suppose the identity holds for derivatives up to order m.
First, we consider r = 1, then

α( j1, . . . , jm+1;λ )(θ) =
∂

∂θ jm+1

α( j1, . . . , jm;λ )(θ) = · · ·= ∂ m+1

∂θ jm+1 . . .∂θ j1
Xλ (θ).

We also have that there is only one partition of 1, . . . ,m + 1 into 1 subset: Pm+1,1 =
{(1, . . . ,m+1)}.
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Next, we consider r = m+1, then

α( j1, . . . , jm+1;λ1, . . . ,λm+1)(θ) =

(
∂

∂θ jm+1

Xλm+1(θ)

)
α( j1, . . . , jm;λ1, . . . ,λm)(θ)

= · · ·=
m+1

∏
s=1

∂

∂θ js
Xλs(θ).

We also have that there is only partition of 1, . . . ,m+1 into m+1 ordered sets: Pm+1,m+1 =
{((1),(2), . . . ,(m+1))} so this case is complete.

Next, we consider 2≤ r ≤ m−1. We see

α( j1, . . . , jm+1;λ1, . . . ,λr)(θ)

=
∂

∂θ jm+1

α( j1, . . . , jm;λ1, . . . ,λr)(θ)+

(
∂

∂θ jm+1

Xλr(θ)

)
α( j1, . . . , jm,λ1, . . . ,λr−1)(θ)

= ∑
Pm,r

r

∑
α=1

r

∏
s=1

∂ |σ̃s,α |

∂θJσ̃s,α

Xλs(θ)+ ∑
Pm,r−1

(
∂

∂θ jm+1

Xλr(θ)

) r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ)

= ∑
Q

r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ),

where σ̃s,α = σs∪{m+1} if s = α and σs otherwise and Q is given by

Q :=
r⋃

α=1

{(σ̃1,α , . . . , σ̃r,α) : (σ1, . . . ,σr) ∈ Pm,r}

∪{(σ1, . . . ,σr−1,(m+1)) : (σ1, . . .σr−1) ∈ Pm,r−1}

=:
r⋃

α=1

Qα ∪Q0.

The proof will be complete if we show Q = Pm+1,r.
First, let (σ1, . . . ,σr) ∈ Q. It is clear that (σ1, . . . ,σr) is a partition. There are two

cases to check the ordering (σ1, . . . ,σr) ∈ Q0 (i) or Qα for α = 1, . . . ,r (ii). For case (i),
we have that σr = {m+ 1} and (σ1, . . . ,σr−1) ∈ Pm,r−1. The first assertion shows that
σs ≺ σr for 1 ≤ s ≤ r− 1 and the second shows that σs ≺ σs′ for 1 ≤ s < s′ ≤ r− 1. So
we see that (σ1, . . . ,σr) ∈ Pm,r. For case (ii), we have that m+1 ∈ σα and (σ1, . . . ,σr) =

(σ̃ ′1,α , . . . , σ̃ ′r,α) for some (σ ′1, . . . ,σ
′
r) ∈ Pm,r. Since (σ ′1, . . . ,σ

′
r) is an ordered partition,

we see that σ ′α = σα \ {m+1} is non empty and the smallest index in σ ′α is the same as
the smallest index in σα so that the ordering property is preserved.

Second, let (σ1, . . . ,σr) ∈ Pm+1,r. Let 1 ≤ s ≤ r be such that m+1 ∈ σs. First, sup-
pose that removing m+1 from σs results in a non-empty set. Then (σ1, . . . ,σs \ {m+
1}, . . . ,σr) is a partition in Pm,r. In this case, (σ1, . . . ,σr) ∈ Qs. Otherwise suppose
σs \ {m+1} is empty. Then, by the ordering of partitions in Pm,r, we must have that
s = r and (σ1, . . . ,σr−1) is an ordered partition of (1, . . . ,m). In this case (σ1, . . . ,σr)∈Q0.

Thus we have shown the desired form of α . �

Proof of Thm. A.1. Simply combine the two previous lemmas. �

We could also apply a similar result using an inverse parametrisation X−1 and recover
coefficients involving derivatives of X−1. In the applications we consider, higher deriva-
tives of X−1 are hard to estimate. As an alternative we give the following result which is
based on rearranging terms in (A.1).
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Corollary A.5. Under the same assumptions as Thm. A.1 we have:
(A.4)
(∇Γ)im · · ·(∇Γ)i1 f (X(θ))

=
n

∑
jm,..., j1=1

∂ m

∂θ jm . . .∂θ j1
F(θ)

(
m

∏
s=1

(∇X(θ))†
js,is

)

−
m−1

∑
r=1

n+1

∑
λ1,...,λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))
n

∑
jm,..., j1=1

∑
Pm,r

r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ)
m

∏
s=1

(∇X)†
js,is

where Pi j = Pi j(x) = δi j−ν i(x)ν j(x) is projection onto the tangent space of Γ at x.

Proof. We start by noting that we have two equivalent ways of computing surface deriva-
tives: either using the projection onto the tangent space of Γ or using the parametrisation
of Γ. We apply each of these formulae to the function x 7→ xi and take the (∇Γ) j derivative
at x = X(θ) to see

(A.5) Pi j(x) = δi j−ν i(x)ν j(x) = (∇Γ) j(xi) =
n

∑
λ=1

(
∂

∂θλ

Xi(θ)

)
(∇X(θ))†

λ , j.

In particular, we see that

(A.6)
n

∑
jm=1
· · ·

n

∑
j1=1

(
m

∏
s=1

∂

∂θ js
Xλs(θ)

)(
m

∏
s=1

(∇X(θ))†
jsis

)
=

m

∏
s=1

Pλs,is(x).

The next step of the proof is to split the right hand side of (A.1) into terms involving
mth order derivatives of X and the rest. We multiply by ∏

m
s=1(∇X)†

js,is and sum of each js
in turn to see that

n

∑
jm,..., j1=1

∂ m

∂θ jm . . .∂θ j1
F(θ)

m

∏
s=1

(∇X)†
js,is

=
n+1

∑
λ1,...,λm=1

(∇Γ)λm · · ·(∇Γ)λ1 f (X(θ))
n

∑
jm,..., j1=1

m

∏
s=1

∂

∂θ js
Xλs(θ)

m

∏
s=1

(∇X)†
js,is

+
m−1

∑
r=1

n+1

∑
λ1,...,λr=1

(∇Γ)λr · · ·(∇Γ)λ1 f (X(θ))
n

∑
jm,..., j1=1

∑
Pm,r

r

∏
s=1

∂ |σs|

∂θ jσs

Xλs(θ)
m

∏
s=1

(∇X)†
js,is .

For the first term on the right hand side we apply (A.6) and that the tangential gradient is
already in the tangent space to see

n+1

∑
λ1,...,λm=1

(∇Γ)λm · · ·(∇Γ)λ1 f (X(θ))
n

∑
jm,..., j1=1

m

∏
s=1

∂

∂θ js
Xλs(θ)

m

∏
s=1

(∇X)†
js,is

=
n+1

∑
λ1,...,λm=1

(∇Γ)λm · · ·(∇Γ)λ1 f (X(θ))
m

∏
s=1

Pλs,is(x)

= (∇Γ)im · · ·(∇Γ)i1 f (X(θ)).

The result then follows by simply rearranging the terms. �



FINITE ELEMENT ANALYSIS FOR PDE IN EVOLVING DOMAINS 127

REFERENCES

A. Alphonse, C. M. Elliott and B. Stinner. An abstract framework for parabolic PDEs on
evolving spaces. Port. Math., 72(1):1–46, 2015a.

A. Alphonse, C. M. Elliott and B. Stinner. On some linear parabolic PDEs on moving
hypersurfaces. Interfaces Free Bound., 17:157–187, 2015b.

A. Alphonse, C. M. Elliott and J. Terra. A coupled ligand-receptor bulk surface system,
on a moving domain: Regularity and convergence to equilibrium. SIAM Journal on
Mathematical Analysis, 50(2):1544–1592, 2018.

D. Arnold, F. Brezzi, B. Cockburn and L. Marini. Unified analysis of discontinuous
Galerkin methods for elliptic problems. SIAM Journal on Numerical Analysis, 39(5):
1749–1779, 2002. doi: 10.1137/S0036142901384162.

T. Aubin. Nonlinear analysis on manifolds, Monge-Ampère equations, volume 252 of
Grundlehren der mathematischen Wissenschaften. Springer Verlag, Berlin New Yoork,
1982.

S. Badia and R. Codina. Analysis of a stabilized finite element approximation of the
transient convection diffusion equation using an ALE framework. SIAM Journal on
Numerical Analysis, 44(5):2159–2197, 2006. doi: 10.1137/050643532.

J. W. Barrett, H. Garcke and R. Nürnberg. On the stable numerical approximation of two-
phase flow with insoluble surfactant. ESAIM :Mathematical modelling and numerical
analysis, 49(2):421–458, 2015.

J. W. Barrett, K. P. Deckelnick and V. M. Styles. Numerical analysis for a system coupling
curve evolution to reaction diffusion on the curve. SIAM Journal on Numerical Analysis,
55(2):1080–1100, 2017. doi: 10.1137/16M1083682.

J. W. Barrett, H. Garcke and R. Nürnberg. Parametric finite element approximations of
curvature driven interface evolutions. arxiv preprint 1903.09462, 2019.

C. Bernardi. Optimal finite-element Interpolation on curved domains. SIAM Journal on
Numerical Analysis, 26(5):1212–1240, 1989.

D. Boffi and L. Gastaldi. Stability and geometric conservation laws for ALE formula-
tions. Computer Methods in Applied Mechanics and Engineering, 193(42-44):4717–
4739, 2004. doi: 10.1016/j.cma.2004.02.020.

A. Bonito, I. Kyza and R. H. Nochetto. Time-discrete higher order ALE formulations: a
priori error analysis. Numerische Mathematik, 125(2):225–257, mar 2013a. doi: 10.
1007/s00211-013-0539-3.

A. Bonito, I. Kyza and R. H. Nochetto. Time-discrete higher-order ALE formulations:
Stability. SIAM Journal on Numerical Analysis, 51(1):577–604, jan 2013b. doi: 10.
1137/120862715.

E. Burman, P. Hansbo, M. G. Larson and S. Zahedi. Cut finite element methods for coupled
bulk–surface problems. Numerische Mathematik, 133(2):203–231, 2016.

P. Cermelli, E. Fried and M.E. Gurtin. Transport relations for surface integrals arising
in thge formulation of balance laws for evolving fluid interfaces. J. Fluid Mech., 544:
339–351, 2005.

P. G. Ciarlet. The finite element method for elliptic problems, volume 4. North-Holland
Pub. Co., Amsterdam, 1978.

P. G. Ciarlet and P. A. Raviart. Interpolation theory over curved elements, with applications
to finite element methods. Computer Methods in Applied Mechanics and Engineering,
1(2):217–249, 1972.

K. Deckelnick and V. Styles. Stability and error analysis for a diffuse interface approach
to an advection–diffusion equation on a moving surface. Numerische Mathematik, 139



128 C. M. ELLIOTT AND T. RANNER

(3):709–741, 2018. doi: 10.1007/s00211-018-0946-6.
K. Deckelnick, G. Dziuk and C. M. Elliott. Computation of geometric partial differential

equations and mean curvature flow. Acta Numerica, 14:139–232, May 2005. ISSN
0962-4929. doi: 10.1017/S0962492904000224.

K. Deckelnick, G. Dziuk, C. M. Elliott and C.-J. Heine. An h-narrow band finite-element
method for elliptic equations on implicit surfaces. IMA Journal of Numerical Analysis,
30(2):351–376, 2009.

K. Deckelnick, C. M. Elliott and T. Ranner. Unfitted finite element methods using bulk
meshes for surface partial differential equations. SIAM Journal on Numerical Analysis,
52(4):2137–2162, 2014. doi: 10.1137/130948641.

K. Deckelnick, C. M. Elliott, R. Kornhuber and J. A. Sethian. Geometric partial differential
equations: Surface and bulk processes. volume 12 of Oberwolfach Reports, pages 3101–
3178. European Mathematical Society Publishing House, 2015.

K. Deckelnick, C. M. Elliott, T.-H. Miura and V.M. Styles. Hamilton-Jacobi equations on
an evolving surface. Math. Comp., 88:2635–2664, 2019.

A. Demlow. Higher-order finite element methods and pointwise error estimates for elliptic
problems on surface. SIAM Journal on Numerical Analysis, 47(2):805–827, 2009.

J. Donea, S. Giuliani and J.P. Halleux. An arbitrary Lagrangian-Eulerian finite element
method for transient dynamic fluid-structure interactions. Computer Methods in Applied
Mechanics and Engineering, 33(1-3):689–723, sep 1982. doi: 10.1016/0045-7825(82)
90128-1.

J. Douglas and T. Dupont. Galerkin methods for parabolic equations with nonlin-
ear boundary conditions. Numerische Mathematik, 20(3):213–237, jun 1973. doi:
10.1007/bf01436565.

G. Dziuk. Finite elements for the Beltrami operator on arbitrary surfaces. In Stefan Hilde-
brandt and Rolf Leis, editors, Partial Differential Equations and Calculus of Variations,
volume 1357 of Lecture Notes in Mathematics, pages 142–155. Springer-Verlag, Berlin,
1988. ISBN 978-3-540-50508-2.

G. Dziuk and C. M. Elliott. Finite elements on evolving surfaces. IMA Journal of Numer-
ical Analysis, 27(2):262–292, April 2007. doi: 10.1093/imanum/drl023.

G. Dziuk and C. M. Elliott. An Eulerian approach to transport and diffusion on evolving
implicit surfaces. Computing and Visualization in Science, 13:17–28, 2010. ISSN 1432-
9360. 10.1007/s00791-008-0122-0.

G Dziuk and C. M. Elliott. A fully discrete evolving surface finite element method. SIAM
Journal on Numerical Analysis, 50(5):2677–2694, 2012. doi: 10.1137/110828642.

G. Dziuk and C. M. Elliott. L2-estimates for the evolving surface finite element method.
Mathematics of computation, 82:1–24, 2013a. ISSN 1088-6842. doi: 10.1090/
S0025-5718-2012-02601-9.

G. Dziuk and C. M. Elliott. Finite element methods for surface PDEs. Acta Numerica, 22:
289–396, 5 2013b. ISSN 1474-0508. doi: 10.1017/S0962492913000056.

G. Dziuk, Ch. Lubich and D. Mansor. Runga-Kutta time discretization of parabolic dif-
ferential equations on evolving surfaces. IMA Journal of Numerical Analysis, 25(4):
783–796, February 2011. ISSN 0272-4979. doi: 10.1093/imanum/drr017.

C. M. Elliott and T. Ranner. Finite element analysis for a coupled bulk–surface partial
differential equation. IMA Journal of Numerical Analysis, 33(2):377–402, 2013. doi:
10.1093/imanum/drs022.

C. M. Elliott and V. Styles. An ALE ESFEM for solving PDEs on evolving surfaces. Milan
Journal of Mathematics, pages 1–33, 2012.



FINITE ELEMENT ANALYSIS FOR PDE IN EVOLVING DOMAINS 129

C. M. Elliott and C. Venkataraman. Error analysis for an ALE evolving surface finite
element method. Numerical Methods for Partial Differential Equations, 31(2):459–499,
2015. ISSN 1098-2426. doi: 10.1002/num.21930.

C. M. Elliott, T. Ranner and C. Venkataraman. Coupled bulk-surface free boundary prob-
lems arising from a mathematical model of receptor-ligand dynamics. SIAM Jour-
nal on Mathematical Analysis, 49(1):360–397, Jan 2017. ISSN 1095-7154. doi:
10.1137/15m1050811.

R. L. Foote. Regularity of the distance function. Proceedings of the American Mathemati-
cal Society, 92(1):153–153, jan 1984. doi: 10.1090/s0002-9939-1984-0749908-9.

L. Formaggia and F. Nobile. A stability analysis for the arbitrary lagrangian: Eulerian
formulation with finite elements. East-West Journal of Numerical Mathematics, 7(2):
105–132, 1999.

L. Formaggia and F. Nobile. Stability analysis of second-order time accurate schemes for
ALE-FEM. Computer Methods in Applied Mechanics and Engineering, 193(39-41):
4097–4116, Oct 2004. ISSN 0045-7825. doi: 10.1016/j.cma.2003.09.028.

L. Gastaldi. A priori error estimates for the arbitrary Lagrangian Eulerian formulation with
finite elements. Journal of Numerical Mathematics, 9(2), Jan 2001. ISSN 1569-3953.
doi: 10.1515/jnma.2001.123.

E. S. Gawlik and A. J. Lew. Unified analysis of finite element methods for problems with
moving boundaries. SIAM Journal on Numerical Analysis, 53(6):2822–2846, Jan 2015.
ISSN 1095-7170. doi: 10.1137/140990437.

J. Giesselmann and T. Müller. Geometric error of finite volume schemes for conservation
laws on evolving surfaces. Numerische Mathematik, 128(3):489–516, 2014. doi: 10.
1007/s00211-014-0621-5.

D. Gilbarg and N. S. Trudinger. Elliptic partial differential equations of second order.
Springer-Verlag, Berlin, 1983. ISBN 3540411607.

S. Gross, M. A. Olshanskii and A. Reusken. A trace finite element method for a class
of coupled bulk-interface transport problems. ESAIM :Mathematical modelling and
numerical analysis, 49:1303–1330, 2015.

E. Hebey. Nonlinear analysis on manifolds: Soblev spaces and inequalities. American
Mathematical Society, New York, NY, 2000.

C. J. Heine. Isoparametric finite element approximation of curvature on hypersurfaces.
Technical report, Freiburg, 2005.

C.W Hirt, A.A Amsden and J.L Cook. An arbitrary Lagrangian-Eulerian computing
method for all flow speeds. Journal of Computational Physics, 14(3):227–253, mar
1974. doi: 10.1016/0021-9991(74)90051-5.

T. J.R. Hughes, W. K. Liu and T. K. Zimmermann. Lagrangian-Eulerian finite element
formulation for incompressible viscous flows. Computer Methods in Applied Mechanics
and Engineering, 29(3):329–349, dec 1981. doi: 10.1016/0045-7825(81)90049-9.

I. Ipsen and R. Rehman. Perturbation bounds for determinants and characteristic polyno-
mials. SIAM Journal on Matrix Analysis and Applications, 30(2):762–776, 2008. doi:
10.1137/070704770.
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